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1.	 Introduction

AI governance has attracted attention in recent years. 
Over the past 10 years, the use of AI has spread explo-
sively in society and as a result, inappropriate use of AI 
and discriminative determination by AI from unnoticed 
bias have become problems. To counter such risks posed 
by the use of AI, policies and guidelines for the develop-
ment and use of AI have been developed at various lev-
els, from companies to governments. Currently, in addi-
tion to the development of those policies and guidelines, 
attention is now focused on how governance should be 
to ensure their implementation.

In particular, the development of human resources 
responsible for risk management is expected to become 
an important issue in AI governance. EU AI regula-
tions—a hot topic lately—require AI that is considered to 
be high risk to be monitored by people and also require 
the people who monitor AI to sufficiently understand the 
limitations and possible risks of AI. However, AI-spe-
cialized human resource for risk management has not 
been sufficiently considered, even in the Digital Skill 
Standard1) published by the Information-technology Pro-

motion Agency (IPA) and the Ministry of Economy, Trade 
and Industry in Japan.

Considering this situation, NEC has been working to-
gether with the University of Tokyo on joint research to 
develop AI-specialized human resources responsible for 
risk management since 2021. Specifically, it has consid-
ered human resource development programs in collabo-
ration with the NEC Academy for AI, a one-stop service 
for DX human resource development, using the Risk 
Chain Model (RCModel) developed by the University of 
Tokyo.

Next, this paper provides an overview of the RCModel 
followed by information about the NEC Academy for AI. 
Then, an overview of the human resource development 
program conducted as a trial and the results thereof are 
described, ending with a description of the future out-
look for the program.

2.	 RCModel: an AI Risk Management Support Tool

The RCModel, which is being developed by the Univer-
sity of Tokyo2), is a tool to identify the risks of AI services 
that are planned, developed, and operated by service 
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providers themselves, to consider how to minimize those 
risks, and to explain this to third parties.

The RCModel organizes risk scenarios and responses 
(controls) for specific AI service cases from an overview 
of the AI (such as the values of service and objectives 
to be achieved and system configurations), thereby 
summarizing where the achievement of the values and 
objectives is hindered. The values and objectives here 
refer to the reasons for introducing AI, such as improv-
ing productivity, preventing accidents, and improving 
customer satisfaction. The risk scenarios refer to cases 
where the values and the purpose for which AI was in-
troduced might be hindered, such as when the accuracy 
of AI is degraded or when the AI’s behavior differs de-
pending on the person. It should be noted that there are 
a wide variety of possible risk scenarios to consider, and 
there is no single correct way to respond to them.

The RCModel has a hierarchical structure (AI mod-
el, AI system, service provider, and user) based on 38 
structural elements (predicted performance, data qual-
ity, fairness, user’s responsibility, etc.) that summarize 
particulars that should generally be considered for AI. 
When considering responses to different risk scenarios, 
the RCModel is used to review the specific tasks involved 
and their sequence, highlight the components relevant 
to each task, and visually link these highlighted compo-
nents, creating a chain-like structure.

For example, in the example shown in Fig. 1, the 
relevant items are chained in the following order: Data 
Balance (data distribution)  Generalization (judgment 
that is less biased towards specific cases)  Traceabil-
ity (characteristics that allow for post factum verifica-
tion of the AI service)  Fairness (fairness throughout 
the service)  Transparency (disclosure of necessary 
information related to the AI service)  Consensus 

(alignment of understanding with users)  Expectation 
(understanding of the expected accuracy of the AI ser-
vice)  Controllability (control on the part of the user) 

 Self Defense (user’s own protection). Although we 
will not detail those items in this paper, the connections 
of the risk chain show that responses to a certain risk 
scenario are to be carried out in cooperation with the 
organizations and personnel involved in the layers of the 
hierarchy that include the individual items. This example 
shows that responses to the risks span multiple organi-
zations and stakeholders.

In this way, the RCModel has the distinction of being 
equipped even with a framework specifically for describ-
ing risk responses. It also works well with other frame-
works used to consider the risks of AI services, such as 
the Digital Ethics Compass3), so NEC is taking note of 
the RCModel.

3.	 NEC Academy for AI

Against the backdrop of the development of digital 
human resources being required across Japan, NEC pro-
vides human resource development programs at its NEC 
Academy for DX. In particular, NEC launched the NEC 
Academy for AI in 2019 as a program aiming to develop 
human resources who specialize in AI and data-related 
areas.

The NEC Academy for AI provides a variety of pro-
grams with different content and durations, but its lon-
gest-term program is the one-year program that serves 
as an entrance course where students acquire knowledge 
and practical experience through training, simulated ex-
ercises, and practice (on-the-job training (OJT) on actual 
projects) with mentors. The NEC Group and user com-
panies have students they select (academy students) 

Fig. 1 Example of use of RCModel.
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to participate in the entrance course to develop them as 
leaders who will lead their digital transformation (DX) 
departments in the future.

4.	 Program to Develop Human Resources Responsible 

for AI Risk Management

4.1 Overview of the human resource development program

The human resource development program at this 
time was held in a manner to provide four rounds of 
workshops (WS) to four students in the NEC Academy 
for AI’s entrance course in approximately three months 
from April to July 2022. The first round was a guidance 
session that provided an overview (Fig. 2).

The academy students were divided into two teams of 
two in accordance with the industry of their employer, 
and each team was asked to consider a hypothetical AI 
service as a case study in an individual assignment. The 
teams were asked to consider the risks of the hypothet-
ical AI service established by each team and responses 
to the risks, and then they made presentations of the 
considered risks and responses thereto to related parties 
from the University of Tokyo and other team and held 
discussions as part of the workshop, thereby improving 
the assignment results.

The reason the human resource development program 
was provided in the workshop format was because there 
were two main expectations.

The first is the expectation that the RCModel help us 
notice risks from different perspectives (positions, fields 
of view, and points of view) and consider more appropri-
ate responses. In recent years, it is not uncommon for 
AI services to be implemented and operated by multiple 
companies. In that case, a variety of expertise (such 
as detailed knowledge business and industry practic-
es) is required for risk management of AI services. In 
addition, such specialized knowledge is undocumented 

and is tacitly known in many cases. We thought that by 
expressing the know-how related to the implementation 
and operation of AI services as explicit knowledge in the 
framework of the RCModel and by having both teams 
learn the know-how from each other through discus-
sions in the workshops, risk management skills would 
improve.

The second is the expectation that the RCModel will 
help us recognize a variety of stakeholders and realize 
the need to build consensus among them. The RCModel 
is used to categorize AI systems, system providers, us-
ers, and stakeholders. The connections of the risk chain 
emphasizes the need for these stakeholders to collab-
orate when responding to risks. This also shows that 
related stakeholders must agree on how to respond. We 
thought through workshop discussions we could consid-
er what kind of stakeholders there are and how they can 
share roles.

4.2 Evaluation of the human resource development program

After finishing the workshops, we interviewed students 
and mentors regarding their evaluations of the human 
resource development program. We obtained the follow-
ing comments from the students.

Recognizing and considering risks and responses 
that would otherwise not be recognized or consid-
ered helps improve risk management skills.

Table 1 summarizes comments about considering 
risks and responses. These comments indicate that the 
RCModel is a tool that helps you notice risks that you 
would otherwise not notice yourself and helps you con-
sider response flows that are difficult to imagine yourself. 
The comments also showed that discussion with more 
than one person in the workshop format was expected to 
increase the effectiveness of the tool. As stated in sec-
tion 4.1, the RCModel records both the tacit knowledge 

Fig. 2 Overview of the human resource development program.
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of AI service risks and the know-how on how to respond 
to the risks as explicit knowledge. As a result, we can 
see that this tool supports learning about other people’s 
perspectives. These comments indicate that by discuss-
ing specific cases with a variety of stakeholders, we can 
expect to examine risks from various perspectives and 
consider more appropriate responses.

Recognizing the importance of role sharing be-
tween stakeholders and encouraging consensus 
building with the RCModel as a common frame-
work

 Table 2 summarizes comments on agreements with 
stakeholders. These comments suggest that consider-
ation of AI service risks and responses thereto through 
the use of RCModel allows the importance of role shar-
ing between stakeholders to be recognized. In addition, 
the use of RCModel as a common framework is expected 
to encourage negotiations and consensus building with 
diverse stakeholders which are essential for risk man-
agement of AI services.

5.	 Conclusion
 
This paper presented a review of the human resource 

development program collaborated on with the NEC 
Academy for AI, NEC’s DX human resource development 
institution, using the RCModel. As stated at the begin-
ning of this paper, the need for human resources who 
can manage the risks of AI services is also increasing 
alongside society’s growing attention to AI governance.

The trial at this time revealed that the program in the 
workshop format using the RCModel allows for the learn-
ing of risks and responses that may not otherwise be 
recognized or considered by an individual. It also encour-
ages consensus-building by highlighting the importance 
of role sharing between stakeholders. We believe that 
these can serve as useful methodologies for developing 
human resources responsible for managing AI risks.

NEC will proactively utilize this achievement in the 
programs of the NEC Academy for AI.

The details about this paper can be seen at the following.
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Table 1 Comments on considering risks and responses.

Table 2 Comments on agreements with stakeholders.

We could share a common understanding of the risk

scenarios and responses even with people who had no

expertise in AI.

Student A

Commented by

I am regularly engaged in system development and

data science work. By using the RCModel, it becomes
possible for me to consider risks and responses from

the perspectives of someone on-site.

Student B

By considering everything in teams, we were able to

supplement each other's knowledge from different

perspectives.

Student C

I felt the use of the RCModel enabled us to also use it as

a flowchart of business operations including the BCP
perspective.

Student D

Consideration with the RCModel methodology could

enable us to notice risks and responses we may not

otherwise notice through our own experience.

Mentor

Comment

Student A

Commented by

Student C

Comment

Through the workshops, I felt that it is important to

clarify the roles of each stakeholder in using AI.

The use of the RCModel would help us make

presentations to the public about AI risk control.
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