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1.	 Introduction

In early 2023, we developed a proprietary LLM with a 
high performance and superior Japanese language pro-
ficiency and announced its development in July of that 
year. Since then, we have been accelerating its use for 
internal operations and expanded business applications 
while enhancing its performance and functionality. The 
LLM is designed to provide highly accurate responses 
to user instructions. Fig. 1 provides an overview of the 
LLM’s development process.

This paper first explains the design of the model and 

then follows with descriptions of how to prepare data for 
pre-training, perform chat-tuning with instruction data, 
and human feedback (alignment), and an evaluation of 
the model obtained by this process.

2.	 Model Design and Pre-training

Most of the current LLMs are based on an architecture 
called the Transformer1). We have also based the design 
of our LLM’s architecture on the Transformer.
(1)	Model architecture

Considering the balance between performance and 
speed, the size of the  LLM was set to have approx-
imately 13 billion (13B) parameters. The number 
of layers, the number of hidden dimensions, and 
the number of heads were set to 40, 5120, and 40, 
respectively. They are the same as those of LLaMA 
13B2). 

(2)	Tokenizer
The tokenizer was trained using the BPE (byte pair 
encoding) algorithm3) on a corpus totaling 10 GB of 
Japanese and English text, followed by post-pro-
cessing to exclude inappropriate tokens.
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Fig. 1 Overview of the development process of the LLM.
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(3)	Pre-training
For pre-training, we used Megatron-DeepSpeed4) 

and 64 servers, each equipped with eight A100 80 
GB GPUs for computation. The batch size was set to 
4 million tokens, and the learning rate was varied 
from 10-4 to 10-5 with a cosine scheduler. The se-
quence length during pre-training was initially set 
to 2048. Extensions for longer sequence lengths are 
discussed next.

(4)	Long text support
To enhance the LLM’s ability to infer information 
from long texts, we conducted additional pre-train-
ing using a long-text corpus after the aforemen-
tioned pre-training. Initially, when attempting to 
improve performance on long texts using standard 
additional pre-training methods, we found that the 
performance on short texts decreased as a result. 
To address this issue, we adopted a method called 
Positional Interpolation5) for NEC’s LLM. This method 
successfully improved performance on both short 
and long texts, as shown in Fig. 2. In the figure, the 
positions of tokens (x-axis) represent different parts 
of the text, with larger positions indicating longer 
texts and smaller positions indicating shorter ones.

3.	 Preparation of Data for Pre-Training

To achieve high performance with a parameter size of 
13 billion, it is necessary to prepare an extremely large-
scale and high-quality corpus for training data. To create 
our own corpus we collected and then processed a large 
amount of data primarily from the web, ensuring that 
knowledge from various fields was evenly included. In 
addition to Japanese corpus, we included English and 
source code corpus in a certain ratio to improve over-

all performance on those languages. Furthermore, to 
ensure that the LLM can generate coherent and natural 
texts, it is necessary not only to adjust the proportion of 
the data but also to clean the data for improved quality. 
Therefore, we conducted multi-stage cleaning for Jap-
anese data using both rule-based and learning-based 
filtering. For learning-based filtering, we used a machine 
learning model that was trained to distinguish between 
clean and dirty data.

4.	 Chat-Tuning with Instruction Data

Through pre-training, the  LLM can generate continu-
ations of given text, but it lacks the ability to engage in 
meaningful conversations. To enable it to interact in a 
conversational manner, similar to ChatGPT, post-training 
called chat-tuning is required. In chat-tuning, we fine-
tune the LLM using a dataset comprising multiple rounds 
of conversations between a user and assistant. This al-
lows the LLM to function as an assistant and provide ap-
propriate responses to user queries, taking into account 
the conversational context and generating responses 
based on the chat history between the user and the as-
sistant.

As a refinement during chat-tuning, we applied a 
markup language called Chat Markup Language (Chat-
ML) that was developed by OpenAI to structure the con-
versation data.

ChatML enables the semi-structured representation of 
system inputs, user inputs, and assistant outputs as fol-
lows.

<|im_start|>system
You are an AI assistant helpful to humans.
<|im_end|>
<|im_start|>user
Tell me who is the president of NEC.
<|im_end|> 
<|im_start|>assistant
The president of NEC Corporation (NEC) is Takayuki 

Morita. Mr. Morita assumed office on April 1, 2021.
<|im_end|> 
In addition to the large-scale dataset created by NEC 

employees and other people, we developed and utilize a 
mechanism to semi-automatically augment conversation 
data using the LLM we developed to enhance the ability 
to generate responses to more complex instructions and 
diverse questions.

5.	 Human Feedback (Alignment)

Through chat-tuning, the LLM learns to follow the 
user’s instructions. However, chat-tuned LLMs may 

Fig. 2 Differences in text prediction error (loss) of the 
language model among various learning methods.
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occasionally generate harmful outputs or unhelpful re-
sponses. Reinforcement learning from human feedback 
(RLHF)6) is a training method that suppresses undesir-
able responses from the LLM and encourages desirable 
ones. RLHF is typically a two-stage process that involves 
training of reward model and proximal policy optimiza-
tion (PPO)7) after chat-tuning. However, there can be 
instability issues during training depending on how the 
PPO hyperparameters are selected. Recently, Direct Pref-
erence Optimization (DPO)8) has gained attention as a 
way to address this issue. DPO offers stable training in a 
single stage and achieves good performance. Therefore, 
we used DPO for alignment.

DPO is an algorithm that directly optimizes model pa-
rameters by using data that consists of a set of triplets 
in the format <prompt, positive example response, neg-
ative example response> (preference data) for a given 
prompt, where positive examples represent desirable 
responses and negative examples represent undesirable 
responses, to increase the likelihood of positive exam-
ples and decrease the likelihood of negative examples. 
By training on many such triplets, the LLM becomes 
more likely to output patterns of desirable responses 
than patterns of undesirable responses.

The preference data was created by generating an-
swer candidates using chat-tuned LLMs in response to 
prompts collected from our employees and external 
companies.

Implementing such alignment processes has been 
confirmed to result in the improved quality of the hu-
man evaluation of LLM responses and the suppression of 
harmful output.

6.	 Benchmarks

The evaluation of the LLM’s performance is multifac-
eted, but here we evaluate it from two of the most com-
mon perspectives: the inference and information pro-
cessing ability as a pre-trained LLM, which is referred to 
as Japanese language proficiency and includes common 
sense reasoning and document comprehension; and 
the information processing ability as a chat-tuned LLM, 
which requires complex capabilities.

6.1 Evaluation as a pre-trained LLM

To evaluate the pre-trained LLM, we used JSQuAD and 
JCommonsenseQA (JCQA) from JGLUE9), which is a com-
monly used Japanese language benchmark. JSQuAD is 
a task that involves extracting an answer string for the 
provided question from a given document. It uses two-
shot in-context learning, and the evaluation score is 

based on whether the predicted answer exactly match-
es the correct answer string. JCQA is a multiple-choice 
question answering dataset for the task of asking ques-
tions about common-sense knowledge with answers se-
lected from five options. During inference, it uses three-
shot in-context learning, and the evaluations are based 
on accuracy. The baseline LLMs include globally top-tier 
LLMs from other countries and high-performance Japa-
nese LLMs available to us as of the end of October 2023, 
denoted as (A, B, C, and so forth).

Fig. 3 shows the evaluation results. Among the LLMs 
compared, our LLM achieved the highest performance in 
JSQuAD, and in JCQA, it achieved the top performance 
among domestic LLMs and the second-highest perfor-
mance overall, including LLMs from other countries.

6.2 Evaluation as a chat-tuned LLM

Next, we adopted RAKUDA10) as a Japanese language 
benchmark for evaluating the performance as a chat-
tuned LLM. The task of RAKUDA not only requires 
knowledge and comprehension as mentioned earlier but 
also seeks valid responses in a conversational context. 
RAKUDA involves a task responding to 40 Japanese 
free-form queries, and the quality of responses is eval-
uated by GPT-4. It employs an evaluation method that 
compares the quality of responses generated by two dif-
ferent LLMs, in order to determine which one is better. 
Here, we evaluate the LLM developed by NEC in com-
parison with the other Japanese-specialized LLMs that 
were accessible to NEC as of the end of October 2023 
(referred to as X, Y, and Z).

Fig. 4 shows the evaluation results for the Rakuda 
benchmark. The LLM we developed achieves high per-
formance even when compared to globally top-tier LLMs, 
demonstrating its capability of dialogue. In particular, it 
significantly outperforms Japanese-specialized LLMs in 
terms of win rates. However, it is important to note that 

Fig. 3 JSQuAD and JCQA experiment results: NEC’s LLM 
vs other LLMs.
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the Rakuda benchmark evaluates single-turn conversa-
tions with a small amount of data so it measures only 
one aspect of dialogue performance.

7.	 Conclusion

In this paper, we introduced the 13B LLM developed 
by NEC. In the future, we will start with this LLM and de-
velop a variety of generative AI technologies as a contri-
bution to society.

* ChatGPT is a trademark of OpenAI Inc. in the United States.

* All other names of companies names and products that appear 

in this paper are trademarks or registered trademarks of their 

respective companies.

Fig. 4 Win rates of NEC’s LLM against other LLMs in the 
Rakuda benchmark.
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Thank you for reading the paper.
If you are interested in the NEC Technical Journal, you can also read other papers on our website.
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