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1.	 Introduction

In recent years, many regions around the world have 
faced an increase in the frequency and severity of nat-
ural disasters, including intensified torrential rains and 
massive earthquakes. In times of disaster, it is crucial to 
quickly and accurately assess the damage to expedite 
initial response activities such as evacuation guidance 
and rescue efforts for disaster victims. However, because 
precipitation distribution maps, seismic intensity distri-
bution maps, and other textual information provided by 
relevant government agencies as well as reports from 
residents about damage and safety during disasters may 
lack detailed information about the disaster damage and 
location, challenges still exist in the realization of a rapid 
initial response. In contrast, images from disaster-strick-
en areas provided to municipalities (images captured by 
smartphones, drive recorders, CCTV, etc.) contain ex-
tensive information about the disaster damage and geo-
graphical location and hold great promise.

In this paper, we introduce a technology for disaster 
assessment that quickly and accurately finds the imag-
es necessary for assessing the disaster damage from a 

multitude of field images and displays them on a map 
with street address-level accuracy, aiming to expedite 
initial activities.

2.	 Features

The technology for disaster assessment enables users 
to search for and display the necessary images from a 
multitude of field images on a map (Fig. 1). In section 2, 
we will explain the features of the AI for narrowing down 
images and location estimation that make this possible.

2.1 AI to narrow down images in search results

When searching for images, images can be narrowed 
down from a multitude of field images to include only 
those that align with the user’s intent by utilizing the 
semantic interpretation of words with a large language 
model (LLM) and the similarity judgment of images with 
image analysis.

Image recognition has conventionally been used for 
narrowing down images to those that are relevant, but 
it was only capable of recognizing specific pre-learned 
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objects, thereby limiting which images can be narrowed 
down in a search. This makes it challenging to conduct 
accurate surveys in accordance with a user’s intent, 
which varies depending on the type and scale of a disas-
ter, the affected areas, and the extent of the situation.

This technology utilizes LLMs uses keywords input 
by the user to narrow down field images. Furthermore, 
using image analysis and specifying scenes the users 
would want to search for makes it possible to narrow 
down the search to similar images that are difficult to 
express in words. By combining LLM with its textual 
prompts and image analysis in this way, users can accu-
rately narrow down the images to only those matching 
their intentions, making it possible to quickly respond to 
changing situations of disasters as they unfold.

2.2 AI to estimate the location of damage

In location estimation for field images where the di-
saster location is unknown, the location of the field im-

age can be estimated with street address-level accuracy 
and then displayed on a map by comparing (cross-view 
matching) the images with aerial imagery and map data 
covering extensive areas.

Field images provided in emergency situations such 
as disasters do not necessarily include location infor-
mation, making it sometimes difficult to identify disas-
ter-stricken areas. While NEC has previously developed 
technologies for estimating locations through the use of 
aerial images such as satellite images and aerial photo-
graphs1), this latest technology has achieved the world’s 
highest matching accuracy2) by leveraging geographic 
information from map data. This enables location es-
timation with a high degree of precision, even for field 
images captured during disasters.

This technology automatically extracts areas such as 
roads, buildings, and traffic signals from field images and 
then estimates locations by matching them with map 
layout information (the shape and layout of roads, build-
ings, etc.). In this way, information on roads showing a 

Fig. 2 Application for assessing damage.

Fig. 1 Overview of the technology for disaster damage assessment.
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lower risk of damage is proactively used in the event of 
an earthquake, and during floods, information on build-
ings showing a lower risk of submergence in the event of 
flooding is used to perform matching. This enables highly 
accurate estimation of a photographed location, even for 
field images of partially collapsed buildings or partially 
flooded roads.

3.	 Application

Fig. 2 shows an application that uses this technology 
for assessing disaster damage from a multitude of field 
images. Through interactive communication between 
the user and the system, the images are narrowed down 
(left), and the locations of the resulting images are 
displayed on the map (right). In the example shown in 
Fig. 2, a search is conducted to find images of collapsed 
buildings, using textual prompts. Then by selecting and 
specifying images with significant damage from the 
search results, it is possible to narrow down the number 
of scenes that are difficult to express in words, such as 
the extent of the damage. The resulting images are dis-
played on the map based on the information obtained 
from location estimation. In this way, by using this tech-
nology, users can quickly assess a variety of disaster 
situations they want to investigate.

4.	 Conclusion

In this paper, we introduced a technology that utilizes 
a multitude of images from disaster sites to swiftly and 
accurately assess the situation using LLMs and image 
analysis. NEC plans to further develop this technology 
for practical use in an effort to help accelerate evacua-
tion guidance, rescue efforts, and other initial response 
activities in the event of a disaster. In addition, NEC re-
mains committed to making society safer, more secure, 
and more convenient by expanding the use of LLM and 
image analysis technology to other applications.

References
1)	 NEC Press Release: NEC developed the technology 

that infers the location of the site in a photograph by 
comparing it with satellite and aerial photographs, 
February 2022 (Japanese)

	 https://jpn.nec.com/press/202202/20220210_03.html
2)	 Royston Rodrigues and Masahiro Tani: SemGeo: Se-

mantic Keywords for Cross-View Image Geo-Local-
ization, ICASSP 2023 - 2023 IEEE International Con-
ference on Acoustics, Speech and Signal Processing 
(ICASSP), June 2023

	 https://ieeexplore.ieee.org/document/10094763

The details about this paper can be seen at the following.

Related URL:
NEC develops technology for disaster damage assessment 
using a Large Language Model (LLM) and image analysis
https://www.nec.com/en/press/202308/global_20230825_02.html

Authors’ Profiles

TANI Masahiro
Director
Visual Intelligence Research Laboratories

TERAO Makoto
Director
Visual Intelligence Research Laboratories

SOGI Naoya
Researcher
Visual Intelligence Research Laboratories

SHIBATA Takashi
Senior professional
Visual Intelligence Research Laboratories

 
SENZAKI Kenta
Professional
Visual Intelligence Research Laboratories

RODRIGUES Royston
Senior researcher
NEC Laboratories Singapore

Market Application of Rapidly Spreading Generative AI

Disaster Damage Assessment Using LLMs and Image Analysis

NEC Technical Journal／Vol.17 No.2／Special Issue on Revolutionizing Business Practices with Generative AI 53



Thank you for reading the paper.
If you are interested in the NEC Technical Journal, you can also read other papers on our website.

Link to NEC Technical Journal website

Vol.17 No.2 Special Issue on Revolutionizing Business Practices with Generative AI
	 — Advancing the Societal Adoption of AI with the Support of Generative AI Technologies

Remarks for Special Issue on Revolutionizing Business Practices with Generative AI
Approaches to Generative AI Technology: From Foundational Technologies to Application Development and Guideline Creation

Papers for Special Issue

Market Application of Rapidly Spreading Generative AI
NEC Innovation Day 2023: NEC’s Generative AI Initiatives
Streamlining Doctors’ Work by Assisting with Medical Recording and Documentation
Using Video Recognition AI x LLM to Automate the Creation of Reports
Understanding of Behaviors in Real World through Video Analysis and Generative AI
Automated Generation of Cyber Threat Intelligence
NEC Generative AI Service (NGS) Promoting Internal Use of Generative AI
Utilization of Generative AI for Software and System Development
LLMs and MI Bring Innovation to Material Development Platforms
Disaster Damage Assessment Using LLMs and Image Analysis

Fundamental Technologies that Enhance the Potential of Generative AI
NEC’s LLM with Superior Japanese Language Proficiency
NEC’s AI Supercomputer: One of the Largest in Japan to Support Generative AI
Towards Safer Large Language Models (LLMs)
Federated Learning Technology that Enables Collaboration While Keeping Data Confidential and its Applicability to LLMs
Large Language Models (LLMs) Enable Few-Shot Clustering
Knowledge-enhanced Prompt Learning for Open-domain Commonsense Reasoning
Foundational Vision-LLM for AI Linkage and Orchestration
Optimizing LLM API usage costs with novel query-aware reduction of relevant enterprise data

For AI Technology to Penetrate Society
Movements in AI Standardization and Rule Making and NEC Initiatives
NEC’s Initiatives on AI Governance toward Respecting Human Rights
Case Study of Human Resources Development for AI Risk Management Using RCModel

NEC Information
2023 C&C Prize Ceremony

Vol.17 No.2 
June 2024         

Special Issue TOP

Information about the NEC Technical Journal

Japanese English

https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230201.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230202.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230203.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230204.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230205.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230206.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230207.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230208.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230209.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230210.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230211.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230212.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230213.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230214.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230215.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230216.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230217.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230218.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230219.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230220.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230221.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230222.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230222.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/pdf/230223.pdf?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/g2302pa.html?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/g23/n02/g2302pa.html?fromPDF_E7502
https://jpn.nec.com/techrep/journal/index.html?fromPDF_E7502
https://www.nec.com/en/global/techrep/journal/index.html?fromPDF_E7502

