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1. Introduction

 Cyber threat intelligence refers to the collection and 
analysis of information about cyber threats as a process 
as well as a deliverable1). In general, there are three 
types of intelligence: tactical, operational, and strate-
gic2). Each of these types has a different position, pur-
pose, and user.

In particular, strategic intelligence supports manage-
ment teams in making decisions on cybersecurity risks 
by analyzing from a variety of angles not only cyber 
threats and cyberattacks surrounding the organization 
but also political, economic, social and technological fac-
tors in the external environment. 

Information—mainly in regard to strategic intel-
ligence—is written in a variety of formats including 
reports, blogs, articles, news, and social media, and 
different descriptions or expressions might be used by 
those sending out the information. Therefore, it is not 
easy to gather and organize the information. This is why 
intelligence analysts have been required to be highly 
knowledgeable and experienced. However, in the future, 
we will need to gather information even more broadly to 

find the desired information. To achieve this, we cannot 
rely solely on skilled analysts and we need to move away 
from overly relying on people to gather information.

In some cases, reports might be required within a few 
days or even a few hours after receiving a request for 
collection and analysis. To meet the expectations of the 
management team, speed is important to provide accu-
rate and relevant information to enable decision making 
in a timely manner.

Against this background, we need to automate and 
save labor in the intelligence generation process to re-
duce the workload of analysts and to improve their ana-
lytical capabilities.

2. Strategic Intelligence Initiatives and Challenges

Users of strategic intelligence require information on 
what problems are currently occurring, what the situa-
tion is in other similar organizations, and what decisions 
are required to be made. Intelligence analysts gather 
necessary facts and use their knowledge to analyze 
them and formulate hypotheses, thereby meeting the 
expectations of management teams.

In order to identify cybersecurity risks at an early stage, NEC’s intelligence analysts daily gather, accumulate, 
and analyze cybersecurity information. However, the scope of information to be gathered has expanded beyond 
cyberattacks, including information about political, economic, social, and technological trends. As a result, one of 
the challenges is how to appropriately narrow down sources of information and conduct an analysis while gath-
ering information from a wider range of fields. NEC is working to automate the generation of cyber threat intelli-
gence using generative AI for high-accuracy and rapid analyses.
This paper presents NEC’s cyber threat intelligence initiatives and challenges as well as an extraction and sum-
marization pipeline under development for cyber threat information and a search and analysis pipeline for cyber 
threat-related information.
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The series of steps required to gather and analyze 
information upon request from decision makers and to 
generate the information necessary to take actions is 
called an intelligence cycle3). There are several varia-
tions of the intelligence cycle. The cycle described here 
includes the following steps: requirement definition, col-
lection, processing, analysis/production, dissemination, 
and feedback (Fig. 1).

On the other hand, if you start to gather information 
from scratch only after receiving a request and then or-
ganize and categorize it, you will never complete it by 
the expected time if you consider that you must further 
analyze and appropriately organize the information that 
contributes to the decision making. It is thus important 
to gather and accumulate information on a daily basis 
and have it readily available for immediate use. In addi-
tion, it is also key to monitor information on a daily basis 
in order to be aware of emerging threats and changes in 
threats as soon as possible.

Therefore, NEC stores the information about cyber 
threats that is daily gathered and organized by intel-
ligence analysts in a database. However, the scope of 
collection is no longer limited to cyber threat informa-
tion but has expanded to include information regarding 
trends in politics, economy, society, and technology. 
Therefore, the challenge was to make the process of 
gathering, organization, and storage as labor-free as 
possible and to cover a wider range of fields in the infor-
mation.

Furthermore, when investigating cyber threats, a 
vast amount of information sources must be read when 
searching for relevant information before collecting and 
analyzing the necessary facts. However, it can be diffi-

cult to find where the necessary information lays. For 
example, if the information matches at the keyword 
level but is not the specific information you are looking 
for, you cannot use it and end up wasting all that effort. 
Therefore, another challenge is to appropriately narrow 
down sources of information to precisely identify the 
ones required.

To solve these challenges, this paper presents a 
pipeline for extracting and summarizing cyber threat 
information, using the generative AI being developed 
by NEC, and an integrated pipeline for analyzing cyber 
threat-related information.

3. Policy on Achieving Automation of Cyber Threat 

Intelligence Generation Using Generative AI

Considering the importance of strategic intelligence, it 
is most important to solve the following challenges:

(1) Incorrect information may be included in the con-
tent generated by the generative AI model (hallu-
cinations).

(2) The generative AI model may ignore important 
information that appears in long documents pro-
vided as input (long context).

As a solution to the first challenge, a generative AI 
model can be used as a reasoning tool. Specifically, the 
generative AI model is instructed to answer using solely 
the information explicitly provided in the input from out-
side sources. A verification process that would check the 
accuracy of answers given by the generative AI model 
is also introduced. This process includes a variety of ap-
proaches, including verification through external sources 
of information as well as self-review and reasoning steps 
that are conducted through interaction with the AI mod-
el.

As a solution to the second challenge, a preliminary 
processing step can be introduced before sending long 
texts to the generative AI model. In this phase, the orig-
inal texts will be analyzed and only the contents that 
are highly relevant to the task at hand will be selected 
and extracted from the texts. This process of narrow-
ing down the information can be adjusted upon request 
from the intelligence analysts and changed in accor-
dance with the tasks to be automated.

4. Pipeline for Extracting and Summarizing Cyber Threat

Information

4.1 Summary 

When gathering and organizing information from a 
variety of non-structured sources of information such 

Fig. 1 Intelligence cycle.
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as reports, blogs, articles, news, and social media, the 
intelligent analysts must manually read and make sense 
of a huge number of documents and then convert the 
information into a structured format that is appropriate 
and easily accessible in the database.

NEC’s pipeline for extracting and summarizing cyber 
threat information aims to automate these tasks and 
make them more efficient. This pipeline consists of three 
elements (Fig. 2).

The downloader/parser converts input reports in a 
variety of unstructured formats such as HTML into a 
text-only format. For specific well-known sources of in-
formation, plugins to handle the formatting should be 
created in advance. These converted text documents 
are the only source of knowledge to be later used by the 
generative AI.

The preprocessor performs iterative filtering to iden-
tify relevant information. First, input texts are divided 
into short paragraphs, and each paragraph is adjusted 
to have a couple of sentences overlap with the previous 
paragraph to ensure that the context will not be lost. 
Then, generative AI is used to select relevant informa-
tion from the newly formed paragraphs.

The specific types of relevant information required by 
the intelligence analysts can be easily configured with 
instructions that can be written in a natural language. 
For example, an instruction such as “Identify informa-
tion about the economic impact of the attack” can be is-
sued. Only the texts that are highly relevant to the task 
will be selected from the original texts and compiled into 
a group of relevant information.

Finally, after receiving the information compiled in 
the previous step as input, the extractor stage extracts 
information by using generative AI and outputs it in a 
format that is consistent with the structured format to 
be used in the designated database. In this way, the ex-
tracted information is accumulated.

4.2 Features

The pipeline for extracting and summarizing cyber 
threat information has two important features. One 
feature is that it is possible to discern relevant informa-
tion and focus the generative AI-assisted extraction on 
these details. In fact, when manually analyzing threat 
reports, the intelligence analyst must determine what to 
omit and what to include at the time of extracting infor-
mation while maintaining the report’s perspective. This 
determination generally involves considerations about 
the level of confidence as well as the level of detail of 
the information stated in the report. NEC’s generative 
AI technology can easily be instructed to automatically 
perform analyses and select relevant texts like the ana-
lysts do. Another feature is that the pipeline can be used 
to swiftly adjust the format of the extracted information 
before outputting it in accordance with the required task 
or the requirements of the final recipient platform. By 
adjusting the instructions given to generative AI, this 
can be achieved both in the case of extracting specific 
information from texts and in the case of summarizing 
information.

4.3 Example of utilization

This pipeline is used to monitor a set of information 
sources and extract structured information. Specific 
information is extracted from texts and summarized, 

Fig. 2 Pipeline for extracting and summarizing cyber 
threat information.

Fig. 3 Example of utilization of information extraction 
and summarization.
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and events are classified in accordance with the storage 
format of the database. This reduces the time required 
for a junior analyst to gather and summarize threat in-
formation by 50% from approximately two hours to one 
hour (Fig. 3).

5. Pipeline for Acquiring and Analyzing Cyber 

Threat-Related Information

5.1 Summary

The intelligence analyst’s job is to process information 
from various sources of information, extract appropriate 
events, and correlate events and data from different 
documents and tools. The pipeline for acquiring and an-
alyzing cyber threat-related information is designed to 
support the process used by the analyst and automate 
the operation as much as possible. This pipeline consists 
of three different elements (Fig. 4).

The search and retrieval module takes as input intel-
ligence analysis queries expressed in natural language. 
For example, queries such as “Tell me about all attacks 
related to a specific threat actor” or “Is this file hash 
associated with threat actor X?” are accepted. Based 
on the first query, generative AI is utilized to perform 
retrieval augmented generation (RAG) over external 
sources of information.

A variety of threat knowledge bases can be used as 
external sources for this purpose. For example, propri-
etary threat databases, knowledge graphs that repre-
sent knowledge connections in a graph structure, vector 
stores indexed in vector form, and trustworthy publicly 
available information on the web are some types of such 
information that might be included.

These documents are input into the next module (rel-
evance verification/extraction module) to verify if the 
searched documents are actually related to and relevant 
for the first query. If the relevance is confirmed, infor-
mation from respective documents is extracted as a 

concise summary covering all the information related to 
the first query while keeping the original perspectives of 
the documents.

Finally, the relevance is checked, and the summarized 
documents are passed to the analysis module. In this 
module, generative AI is used as a reasoner that cor-
relates information in the relevant summaries and gen-
erates an answer to the first query. External tools can 
be called in at this stage to further confirm the inferred 
analysis results. For example, services that analyze mal-
ware hashes and verification using threat databases are 
available.

5.2 Features

The main feature of this pipeline is to enable docu-
ment analysis across highly reliable information sources 
by searching and processing a vast volume of informa-
tion from a variety of threat databases and multiple doc-
uments. It identifies the relevance between the analysis 
query and documents and then summarizes the con-
tents while maintaining the original perspective, making 
it possible to give a highly accurate answer. The accu-
racy will further improve by verifying the given answer 
with external tools or sources of information.

5.3 Example of utilization

Currently, the pipeline for searching and analyzing 

Fig. 4 Pipeline for acquiring and analyzing cyber 
threat-related information.

Fig. 5 Example of utilization of information acquisition 
and analysis.
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cyber threat related information has been internally 
verified in NEC. Intelligence analysts can interact with a 
system that incorporates generative AI through a web 
interface to acquire the automatically captured informa-
tion and the analysis results (Fig. 5). Initial feedback 
indicates that it accelerates CTI operations while deliv-
ering accurate information.

6. Conclusion

In order to identify cybersecurity risks at an early 
stage, NEC’s intelligence analysts gather, accumulate, 
and analyze cybersecurity information on a daily basis. 
NEC is working to automate and improve efficiency, us-
ing generative AI to further expand its sources of infor-
mation and strengthen its analytical capability.

This paper presented an extraction and summariza-
tion pipeline for cyber threat information that can solve 
the challenges of hallucinations and long context for 
generative AI as well as a search and analysis pipeline 
for cyber threat-related information. We have verified 
some aspects and will continue to verify unproven ar-
eas. By promoting further incorporation of the analytical 
know-how developed by NEC, we plan to proceed with 
technological development to enable a more flexible and 
diverse threat analysis.

NEC will continue through its initiatives in cyber intelli-
gence to contribute to solving social issues and creating 
social value in the form of fairness and efficiency.
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