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1.	 Introduction

In November 2022, the launch of ChatGPT by OpenAI 
in the United States marked a pivotal moment for gen-
erative AI—a field of AI focused on creating new and 
unique content—leading many to claim we have entered 
the “Fourth AI Boom.”1) ChatGPT is a type of generative 
AI service that generates a variety of content, including 
text responses to a wide range of prompts2). This capa-
bility is made possible thanks to large language models 
(LLMs).

LLMs are sophisticated AI models trained on vast 
amounts of text data. They power general-purpose AI 
capabilities in natural language processing tasks such 
as translation and text summarization. These advanced 
models contain anywhere from millions to billions of 
parameters, allowing them to exhibit rich, human-like 
language intelligence. LLMs gained prominence around 
2018 with the introduction of models like BERT3) and 
GPT4), showcasing their ability to excel in tasks ranging 
from translation, text classification, sentence summa-
rization, and contextual understanding. The advent of 
ChatGPT has further accelerated LLM technology de-

velopment, with potential applications across various 
industries including transportation, finance, logistics, 
manufacturing, construction, retail, and healthcare. 
These industries handle not just textual data, but also 
speech, images, and videos. Therefore, there is growing 
demand for developing models capable of processing 
such multifaceted data, as well as leveraging the capa-
bilities of LLMs.

In today’s digital era, an enormous volume of video 
content is created every day. While there is demand for 
analyzing these videos to understand on-site situations 
and generate explanatory texts or accident reports to 
improve efficiency, most recordings remain underuti-
lized. As such, methods leveraging LLMs to identify 
specific video scenes and explain them are increasingly 
needed.

While LLMs have advanced significantly in image pro-
cessing, creating AI models that can thoroughly com-
prehend the wealth of information contained in videos 
is still a significant challenge. In response to this, NEC 
is leading the way in developing methods that employ 
LLMs specifically for video analysis. This initiative makes 
use of the company’s extensive experience in AI-driven 
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video recognition technology, a key area of expertise 
that NEC has developed over the years.

This paper presents NEC’s latest advancements in uti-
lizing LLM for analyzing long videos, as detailed in sec-
tion 2. It also explores the practical applications of this 
technology in industries, including how it can automate 
the creation of reports, a topic covered in section 3. Sec-
tion 4 discusses the potential future developments and 
directions of this technology.

2.	 Research & Development on the Technology 

of Video Recognition AI x LLM

This section discusses the latest technology5)6) related 
to Video Recognition AI x LLM technology developed by 
NEC. This technology, which we call “descriptive video 
summarization,” combines video recognition AI with 
LLM to extract scenes from long videos that meet the 
user’s criteria and then generates a summary that ex-
plains these scenes. This technology, developed with the 
concept of summarizing videos based on a user’s narra-
tives,7) enables users to efficiently access desired infor-
mation within a short period, without needing to watch 
an entire long video.

In developing this technology, we focused on imple-
menting a system that is “user-centric” and incorporates 
a “narrative” element. 

Realizing a “user-centric” approach involves users 
providing explicit questions or instructions. Through le-
veraging LLM, the system skillfully interprets the users’ 
intent and extracts only the scenes from the video that 
they want to see. For example, consider drive recorder 
videos. An insurance claims adjuster would find scenes 
important for determining accident causes and assessing 
damages. Meanwhile, traffic police may specifically want 
clips showing traffic violations and safe driving practices 
for enforcement purposes. Applying conventional video 
analysis has limitations in extracting desired meaning or 
value from video footage. Different users can seek vast-
ly different insights from the same video. Thus, incorpo-
rating the user perspective is essential.

Furthermore, when it comes to generating summaries 
with a “narrative” element, making complex matters 
easily understandable requires more than just listing 
linguistic expressions and information. It is necessary 
to clearly define the cause-and-effect relationships in-
volved. To achieve this, we go beyond merely relying on 
LLM. Instead, we apply a variety of recognition engines 
to the video to identify real-world elements like people, 
objects, actions, environments, and events. Based on 
this information, summaries are generated that clearly 
illustrate what is happening in the video, in a storytell-

ing-like manner, making it easy to understand.
In the next section, we will introduce the basic frame-

work that enabled this technology, highlight the features of 
the technology, and discuss the initial experiment results.

2.1 Basic Framework

The process flow of the technology developed by NEC 
is illustrated in Fig. 1. The basic framework for technical 
implementation consists of video recognition AI, data 
retrieval system, LLM, and module for generating short-
ened videos and explanatory text.

First, as a preprocessing step, multiple long videos 
are fed into several video recognition AI engines. These 
engines then individually detect various objects and 
environments within the video footage, such as people, 
vehicles, and buildings, as well as any changes they 
undergo. The recognition results are then combined se-
rially to create a unique graph structure that compactly 
represents video scenes. This graph structure is stored 
in a video database within the data retrieval system.

The next step is processing online queries. The user 
inputs the desired information or search criteria for the 
preprocessed long videos into the system as a natural 
language text query (prompt text). Inside the system, 
the LLM semantically comprehends the user prompt text, 
breaks it down into multiple search conditions, and accu-
rately captures the user’s intentions and requirements.

The system then performs high-speed, accurate 
matching between the user’s text query expressing their 
needs and interests, and the video scene graph struc-
ture in the data retrieval system. Only specific partial 
graphs consistent with the user’s intent are extracted. 
Scenes connected to those partial graphs are pulled 
from the full videos to create condensed summary vid-
eos. Concurrently, using the recognition results for ob-
jects like people, cars, and buildings generated earlier 
by the video AI engines, text summaries explaining the 
story of these shortened videos are automatically creat-
ed by the LLM.

Fig. 1 Process flow within the technical implementation 
framework.
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Finally, by appropriately embedding relevant images, 
videos and texts to match established report and record 
formats used in various industries, the system can auto-
matically generate documentation such as accident re-
ports, nursing care records, and construction work logs.

2.2 Features of the Technology

Next, we will outline the three main features of the 
newly developed technology.
Feature 1: Find scenes efficiently and create re-
ports faster

The combination of video recognition AI and LLM 
makes it possible to understand each scene in a video. 
Specifically, more than 100 video recognition AI engines 
are applied to recognize the various objects and envi-
ronments that make up a scene, such as people, cars, 
buildings, animals, trees and other natural objects, and 
the weather, as well as their changes, individually. By 
using LLM to analyze only the recognition results, users 
can find the scene they are looking for more efficiently 
than when analyzing an entire video, eliminating the 
need to repeatedly check a video.
Feature 2: Accurate interpretation of video context 
to generate expert-quality reports

To improve the quality of the generated text, the LLM 
is pre-finetuned using sample videos from a specific do-
main. For example, when applied to drive recorder vid-
eos, road traffic-related videos are analyzed in advance. 
This gives the LLM the expertise to correctly understand 
what happened in the video. As a result, it is possible to 
create highly reliable reports while addressing hallucina-
tion, which has been an issue with the accuracy of gen-
erative AI.
Feature 3: Generate reports in seconds without 
large-scale computing resources

This technology can create a video of a desired scene 

and explanatory text in a few seconds from a video that 
is over an hour long. To achieve this, NEC integrated a 
compact, high-performance LLM and a high-speed data 
retrieval system developed by NEC.

Based on the basic framework described earlier, we 
developed a system that can operate in either cloud or 
on-premises environments and is accessible to users via 
a web browser. As an example, Fig. 2 shows a demon-
stration of analyzing drive recorder videos. In the demo, 
the screen displays the moment a large truck runs a red 
light and collides with a black passenger car at an inter-
section. Simultaneously, the technology automatically 
generates text analyzing and explaining the cause of the 
collision. Experiments were conducted to verify the ef-
fectiveness of this technology using this system.

2.3 Experiment results

NEC verified this technology in a use case of creating 
accident investigation reports from drive recorder vid-
eos. By automating the search for accidents, causative 
scenes, and report drafting—which had previously re-
quired manual effort—the time required to create re-
ports was cut in half.

3.	 Industrial Applications of Video Recognition 

AI x LLM Technology

In this section we discuss the industries and use cases 
where the Video Recognition AI x LLM technology can be 
applied.

Firstly, as shown in Fig. 3, this technology can be uti-
lized in the industries of transportation and finance. By 
analyzing drive recorder videos with this technology, it 
is possible to automatically generate text and shortened 
videos explaining the circumstances of an accident and 
how it occurred. Based on the text and video, an acci-
dent investigation report can be automatically created in 

Fig. 2 Demo screen of the technology.
Fig. 3 Application example: Automatic creation of traffic 

accident investigation reports.

Demo screen source: https://www.youtube.com/watch?v=YBbutvif1W8
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a format that is appropriate for non-life insurance claims 
and traffic safety instructions. As demonstrated by the 
experiment results, the time required to create report 
drafts, which was previously done manually, can be cut 
in half.

Beyond the realms of transportation and finance, vid-
eo has been increasingly utilized for the purpose of safe-
ty management and operational efficiency in a variety of 
other industries, including healthcare, caregiving, man-
ufacturing, construction, aviation, and retail. However, it 
takes an enormous number of hours to manually check 
long videos and create reports on near-misses and areas 
for improvement. By utilizing the Video Recognition AI x 
LLM technology, it is possible to automatically generate 
explanatory texts and reports from videos containing 
complex scenes that consist of various objects and envi-
ronments and that change over time.

The application of this technology to these industrial 
sectors is illustrated in Fig. 4. For example, by applying 
this technology to camera images of a factory’s produc-
tion line, you can streamline work checks at key points 
such as finished product inspections. You will no longer 
need to check the 24 hours worth of video images for 
the day, but merely need to read through the report 
generated by this technology. Other possible applica-
tions include journaling by nurses and caregivers, shift 
check at shops, and aircraft ground handling at airports. 
This technology can be widely applied to improve the 
efficiency of video checking. It can also be applied to the 
B2C area. An example would be efficiently creating a di-
gest video that follows a specific player in a sport game 
video.

4.	 Conclusion

In this paper, we have outlined our research and de-
velopment initiatives related to Video Recognition AI x 

LLM technology, focusing on both the technical aspects 
and practical applications. As digitalization becomes 
more widespread globally, Video Recognition AI x LLM 
technology will emerge as a key player in the industrial 
application of generative AI. This technology is indis-
pensable for tasks such as analyzing recorded video, 
understanding real-time situations on the ground, gen-
erating explanatory texts, and creating detailed accident 
reports, all of which contribute to greater efficiency in 
operations.

Moving forward, we aim to continually improve this 
technology to meet the specific performance and cost 
requirements demanded by various industrial sectors. 
Our goal is to develop a robust technology that can be 
reliably implemented in diverse settings. By leveraging 
Video Recognition AI x LLM, we are dedicated to pursu-
ing research and development efforts that contribute to 
creating greater efficiency in society.

* ChatGPT is a trademark of OpenAI in the United States.

* All other company names and product names that appear in 

this paper are trademarks or registered trademarks of their 

respective companies.

Fig. 4 Application scenarios in healthcare, caregiving, 
manufacturing, and other sectors.
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