
  [image: cv_v17n1]


  
    
      Table of Contents
    


    
      　
    

  


  
    Paper Abstracts

  


  
    ◇Special Issue on Open Network Technologies

    　— Network Technologies and Advanced Solutions at the Heart of an Open and Green Society


    
      	Remarks for Special Issue on Open Network Technologies


      	NEC’s Technological Developments and Solutions for Open Networks


    


    Open RAN and Supporting Virtualization Technologies


    

      	Innovations Brought by Open RAN


      	Reducing Energy Consumption in Mobile Networks


      	Self-configuring Smart Surfaces


      	Nuberu: Reliable RAN Virtualization in Shared Platforms


      	vrAIn: Deep Learning based Orchestration for Computing and Radio Resources in vRANs


    

 
    Wireless Technologies for 5G/Beyond 5G


    

      	NEC’s Energy Efficient Technologies Development for 5G and Beyond Base Stations toward Green Society


      	Millimeter-wave Beamforming IC and Antenna Modules with Bi-directional Transceiver Architecture


      	Radio-over-Fiber Systems with 1-bit Outphasing Modulation for 5G/6G Indoor Wireless Communication


      	28 GHz Multi-User Massive Distributed-MIMO with Spatial Division Multiplexing


      	28 GHz Over-the-Air Measurements Using an OTFS Multi-User Distributed MIMO System


      	Comprehensive Digital Predistortion for improving Nonlinear Affection and Transceivers Calibration to Maximize Spatial Multiplexing Performance in Massive MIMO with Sub6 GHz Band Active Antenna System


      	Black-Box Doherty Amplifier Design Method Without using Transistor Models


      	39 GHz 256 Element Hybrid Beam-forming Massive MIMO for 8 Multi-users Multiplexing


    

 
    Initiatives in Open APN (Open Optical/All Optical)


    

      	NEC’s Approach to APN Realization — Towards the Creation of Open Optical Networks


      	NEC’s Approach to APN Realization — Features of APN Devices (WX Series)


      	NEC’s Approach to APN Realization — Field Trials


      	Wavelength Conversion Technology Using Laser Sources with Silicon Photonics for All Photonics Network


      	Optical Device Technology Supporting NEC Open Networks — Optical Transmission Technology for 800G and Beyond


    


    Initiatives in Core & Value Networks


    

      	Technologies Supporting Data Plane Control for a Carbon-Neutral Society


      	NEC’s Network Slicing Supports People’s Lives in the 5G Era


      	Application-Aware ICT Control Technology to Support DX Promotion with Active Use of Beyond 5G, IoT, and AI


      	Using Public Cloud for 5G Core Networks for Telecom Operators


    


    Enhancing Network Services through Initiatives in Network Automation and Security


    

      	NEC’s Approach to Full Automation of Network Operations in OSS


      	Autonomous Network Operation Based on User Requirements and Security Response Initiatives


      	Enhancing Information and Communications Networks Safety through Security Transparency Assurance Technology


      	Enhancing Supply Chain Management for Network Equipment and Its Operation


    


    Network Utilization Solutions and Supporting Technologies


    

      	Positioning Solutions for Communication Service Providers


      	The Key to Unlocking the Full Potential of 5G with the Traffic Management Solution (TMS)


      	Introducing the UNIVERGE RV1200, All-in-one Integrated Compact Base Station, and Managed Services for Private 5G


      	Vertical Services Leveraging Private 5G to Support Industrial DX


      	Integrated Solution Combining Private 5G and LAN/RAN


    


    Global 5G xHaul Transport Solutions


    

      	xHaul Solution Suite for Advanced Transport Networks


      	xHaul Transformation Services


      	xHaul Transport Automation Solutions


      	Fixed Wireless Transport Technologies in the 5G and Beyond 5G Eras


      	SDN/Automation for Beyond 5G


      	OAM Mode-Multiplexing Transmission System for High-Efficiency and High-Capacity Wireless Transmission


    


    Toward Beyond 5G/6G


    

      	NEC’s Vision and Initiatives towards the Beyond 5G Era


    



  


  
    List of Abbreviations Used in This Issue

  


  
    ◇NEC Information


    
      	2022 C&C Prize Ceremony

    

  


  
    Publication Data

  


 


  
    

    Profiles of people on the cover


    
      [image: cv_v17n1_prof.jpg]
    


  
      
[Photo from left to right]

Entrepreneur and creator of compact  base stations

YAMA Tetsuo

Executive Mobile Network Architect, Digital Network Department


  


  
      In 2022, Mr. Yama was selected as the winner of the Interop Tokyo 2022 Best of Show Award and the CEATEC AWARD 2022 Minister of Internal Affairs and Communications Award for his work on the UNIVERGE RV1000 series private 5G integrated compact base station.

  


  
      
Specialist in automation technology

WATANABE Masahiro

Director, BSS/OSS Department

  


  
      Mr. Watanabe developed the world’s first multi-vendor network functions virtualization (NFV) and end to end orchestrator (E2EO) for fully virtualized networks. He is also responsible for establishing the AIOps business and for developing a framework for pre-sale and consulting operations.

  


  
      
Dedicated to developing cutting-edge hardware technologies

TAWA Noriaki

Professional, Wireless Access Development Department

  


  
      Mr. Tawa was involved in the research and development of the wireless section of mobile phone base stations. He is currently engaged in the research and development of massive MIMO for deployment in millimeter-wave and subTHz  frequency bands with the aim of contributing to the realization of 5G/6G. 

  


  
      
Leader in the optical transport business

ASAHI Koji

Director, Transport Network Department

  


  
      Mr. Asahi works in collaboration with over 50 partner companies to drive business within the world’s leading open optical transport community.

  


  


  


 


  
    
      Indication of any technology in the NEC Technical Journal does not, in and by itself, mean that such technology is actually used in any of NEC’s products unless expressly written as so. Products referenced in the past NEC Technical Journals may no longer be sold or available, so please check for other references or contacts for current availability.

    

  


  
    
      Paper Abstracts
    


    
      Special Issue on Open Network Technologies — Network Technologies and Advanced Solutions at the Heart of an Open and Green Society
    


  


  

    Special Issue on Open Network Technologies


— Network Technologies and Advanced Solutions at the Heart of an Open and Green Society


    ■Open RAN and Supporting Virtualization Technologies


    Innovations Brought by Open RAN


    With the advent of the 5G era, a wide variety of use cases are expected to make use of features such as enhanced Mobile Broadband (eMBB), Ultra-Reliable Low-Latency Communication (URLLC), and massive Machine Type Communications (mMTC). Differences in communication requirements for each use case make it important for communication service providers to build a wide variety of networks. In the initial period of the 5G era, many global communication service providers relied on a single vendor and integrated systems dominated the market, making it difficult for customers to construct flexible and agile networks in accordance with their needs. This concern has led to the emergence of a new movement called the Open Radio Access Network (Open RAN) to increase openness of the interface between devices with the aim of encouraging innovation by promoting competition among multiple vendors. In addition to NEC’s experience and know-how in communications, we will utilize our cloud computing technology that enables flexible and agile construction as well as our industrial know-how to build a strong ecosystem with partners who aim to promote openness together. This paper introduces NEC’s approach to increase adoption of Open RAN required in the 5G era.


    Reducing Energy Consumption in Mobile Networks


    Operators face growing energy consumption with an associated increase in OPEX, arising from the introduction of 5G and massive MIMO technology combined with the need to add capacity and densify networks to address the continuous growth in mobile network traffic. Added to this, many operators have set global sustainability goals to reduce carbon emissions in part achieved through managing energy consumption.

Data provided to GSMA from 7 Operators with 31 networks in 28 countries highlighted that 73% of network energy consumption is in the RAN with the Core Network, Data centers and Operations accounting for the remainder.

NEC has developed a fully automated software-based solution to address RAN energy consumption at cell and site level, through advanced algorithms and traffic prediction, enabling safe shutdown of excess site capacity during periods with low levels of user and data traffic, thereby reducing energy consumption. The solution incorporates intelligent continuous customer experience feedback enabling fast reactivation should traffic levels increase unexpectedly. It is applicable to both legacy and Open RAN based deployments.


    Self-configuring Smart Surfaces


    Smart Surfaces, also known as Reconfigurable Intelligent Surfaces (RISs), are expected to play a crucial role to achieve the key performance indicators (KPIs) for future 6G networks. The revolutionary advantage of this novel and emerging technology relies in the ability to control the propagation environment by changing the traditional communication paradigm that perceives the communication channel as an uncontrollable black box. We present our RIS design that can efficiently alter the reflection angle of the impinging wave. Additionally, we overcome the need for a fast and complex control channel by introducing a Self-configuring Smart Surface that can be easily and seamlessly installed without requiring modifications of the deployed mobile network.


    Nuberu: Reliable RAN Virtualization in Shared Platforms


    RAN virtualization will become a key technology for next-generation mobile networks. However, due to the computing fluctuations inherent to wireless dynamics and resource contention in shared computing infrastructure, the price to migrate from dedicated to shared platforms may be too high. We present Nuberu, a novel pipeline architecture for 4G/5G DUs specifically engineered for shared platforms. Nuberu has one objective to attain reliability: to guarantee a minimum set of signals that preserve synchronization between the DU and its users during computing capacity shortages and, provided this, maximize network throughput. To this end, we use techniques such as tight deadline control, jitter-absorbing buffers, predictive HARQ, and congestion control.


    vrAIn: Deep Learning based Orchestration for Computing and Radio Resources in vRANs


    We present vrAIn, a resource orchestrator for vRANs based on deep reinforcement learning. First, we use an autoencoder to project high-dimensional context data into a latent representation. Then, we use a deep deterministic policy gradient (DDPG) algorithm based on an actor-critic neural network structure and a classifier to map contexts into resource control decisions. Our results show that: (i) vrAIn provides savings in computing capacity of up to 30% over CPU-agnostic methods; (ii) it improves the probability of meeting QoS targets by 25% over static policies; (iii) upon computing capacity under-provisioning, vrAIn improves throughput by 25% over stateof-the-art schemes; and (iv) it performs close to an optimal offline oracle. Introduction.


    ■Wireless Technologies for 5G/Beyond 5G


    NEC’s Energy Efficient Technologies Development for 5G and Beyond Base Stations toward Green Society


    NEC has one hundred and twenty-three years experiences and is maintaining the leading position in the networks and telecom radio technologies area. Now, NEC is one of the global frontier of O-RAN based mobile infrastructure equipment and network vendor. This paper introduces the NEC’s energy saving technologies development activities through the end to end O-RAN system which provide the operational benefits for the mobile operators and society by minimizing the energy consumption and carbon emission simultaneously responding to the explosive traffic demand growth with guarantee the user experienced QoS. In addition with a typical system configuration for the coverage assuming Japan island metro area, the estimated annual consumption reduction and OPEX cut and the carbon emission reduction using the proposed technologies have been shown as an example.


    Millimeter-wave Beamforming IC and Antenna Modules with Bi-directional Transceiver Architecture


    Millimeter-wave (mmW) communication is expected to provide high-speed data services in 5G (fifth-generation mobile communication system). Phased array antennas are essential for overcoming large path loss and less diffraction, and for utilizing mmW effectively. A low-cost and compact mmW phased array module integrating antennas and beamformer integration circuits (BFICs) is a key device for widespread use of mmW in 5G. This paper describes mmW phased-array transceiver implementation techniques including BFIC and antenna module. The BFIC employs area-efficient neutralized bi-directional technique which shares the circuit chain between TX and RX modes. Using the developed 28GHz BF ICs with 65-nm CMOS technology, the two types of phased array antenna modules, i.e., antenna on board (AoB) and antenna in package (AiP), are developed. A 64-element dual-polarized 28 GHz phased array AoB achieves a peak EIRP of 52.2 dBm and EVM of 3.2% at 64QAM for 5G NR. A 4-element phased array AiP with wafer level package (WLP) has an extremely low profile and high scalability applicable to various types of 5G devices.


    Radio-over-Fiber Systems with 1-bit Outphasing Modulation for 5G/6G Indoor Wireless Communication


    We propose a radio-over-fiber (RoF) system with 1-bit outphasing modulation. The proposed RoF system does not require a power-hungry digital-to-analog converter in distributed antenna units and relaxes the operation speed of optical transceivers to reduce device cost. In the system, wide-band transmission with a signal bandwidth of 1 GHz was experimentally verified complying with the 3GPP standard for the adjacent channel leakage ratio (ACLR). Finally, the proposed RoF system has been shown to have a higher bandwidth efficiency compared with other systems. Therefore, the proposed RoF system provides a cost-effective in-building wireless solution for 5G and 6G mobile network systems.


    28 GHz Multi-User Massive Distributed-MIMO with Spatial Division Multiplexing


    This paper describes the experimental verifications of a 28 GHz multi-user massive distributed multiple-input multiple-output (MIMO) using comprehensive calibration without an additional transceiver path. A conventional massive collocated-MIMO using millimeter wave has low robustness in non-line of sight environments and restricts the number of simultaneously connected users due to the lack of propagation independent. The newly developed distributed MIMO system consists of the eight distributed active antennas connected to a digital and mixed signal processing unit. The proposed calibration for the distributed MIMO improves the pre-coding accuracy and enhances the number of simultaneously connected users and cell throughput. We demonstrate zero-forcing spatial multiplexing using up-link to down-link channel reciprocity for two, four, and six user equipment in an actual over-the-air office environment. The distributed MIMO shows high robustness in non-line of sight environments and a system throughput of 2.1 Gbps per 100 MHz for the sum of six simultaneous users.


    28 GHz Over-the-Air Measurements Using an OTFS Multi-User Distributed MIMO System


    The mainstays to increase cell throughput for the beyond 5G or later are multiple-input multiple-output (MIMO) techniques, the use of millimeter wave and sub-THz, and a modulation scheme. Orthogonal frequency-division multiplexing (OFDM) modulation, which is used for 4G and 5G, has high spectral efficiency and high robustness to multi-path fading channels. In contrast, OFDM has low robustness to time-varying channels for moving terminals, which is more important at millimeter wave and sub-THz transmission than for sub-6 GHz. This paper describes the experimental investigation of orthogonal time frequency space (OTFS) modulation using a 28 GHz multi-user distributed MIMO testbed in over-the-air and mobility environments. We measure OTFS and OFDM up-link signals with up to four user simultaneous connections using zero-forcing precoding. OTFS indicates higher robustness to time-variant channels than OFDM. The error vector magnitude and system throughput of OTFS are -22 dB and 1.9 Gbps with 100 MHz signal bandwidth,  respectively. OTFS enables cell throughput enhancement for moving terminals in millimeter wave and sub-THz bands.


    Comprehensive Digital Predistortion for improving Nonlinear Affection and Transceivers Calibration to Maximize Spatial Multiplexing Performance in Massive MIMO with Sub6 GHz Band Active Antenna System


    NEC has pursued spatial multiplexing performance with Massive MIMO by adopting full digital beamforming (BF) that can realize high spectrum efficiency in the commercial Sub6 GHz (less than 6GHz) band Massive Element Active Antenna System (AAS) for domestic and overseas 5G. Through NEC’S R&D activity, it has been found that Downlink (DL) SINR (Signal to Interference and Noise Ratio) to each user terminal (UT) deteriorated by the nonlinear distorted radiation caused by the power amplifier (PA) in transmitter (TX). Thus, NEC has confirmed that the use of Digital Predistortion (DPD) significantly improves DL SINR in high power region. And it has been also verified that the accuracy of nulls generated in each user terminal direction is determined by the residual amplitude and phase variation among all transceivers after calibration (CAL). Thus it was clarified that the double compensation of DPD and high-precision CAL is effective for achieving excellent spatial multiplexing performance by Massive MIMO.


    Black-Box Doherty Amplifier Design Method Without using Transistor Models


    This paper presents a newly developed realistic Doherty power amplifier (PA) design method with a black-box output combiner network. The method optimizes a realistic output network on the basis of ideal output network parameters with the black-box design by using the results of large-signal load-pull and S-parameter measurements without the need for transistor nonlinear models, which was required by the previous approach. The optimization considers main and auxiliary amplifier load modulations at back-off and peak output power levels. A 3.5 GHz 350 W Doherty PA with GaN-HEMT transistors is fabricated and measured to experimentally verify the method. The PA exhibits greater than 50% drain efficiency at 7 dB back-off and 57% peak drain efficiency at 6 dB back-off.


    39 GHz 256 Element Hybrid Beam-formingMassive MIMO for 8 Multi-users Multiplexing


    While large-scale multiple-input, multiple-output (Massive MIMO) system base stations have already been commercially deployed in the Sub6 GHz band in 5G (fifth-generation mobile communication system), similar deployments are expected in millimeter-wave base stations to support higher traffic capacity.

This paper describes the design and implementation of a 39 GHz 256-element hybrid active phased array antenna system with 16 individual digital transceivers and its wireless multi-user, multi-input, multi-output verification. The prototype is realized using a beamforming IC for 39 GHz antenna arrays based on a 65 nm CMOS process developed in collaboration with Tokyo Institute of Technology. Furthermore, a compact, high-density mounting method was studied, and a new 256-element array antenna module was developed by employing waveguide antennas to fully exploit millimeter-wave performance. Using the prototype, we conducted a multi-user MIMO (MU-MIMO) transmission test using zero-forced orthogonal multi-beam based on channel interoperability assuming an access link. As a result, an estimated total throughput of 2.42 Gbps according to 3GPP TS38.214 was achieved in 100 MHz band OFDM 8 MU-MIMO operation.


    ■Initiatives in Open APN (Open Optical/All Optical)


    NEC’s Approach to APN Realization — Towards the Creation of Open Optical Networks


    Communication networks such as the Internet have been widely used in recent decades in various fields such as business, education, and entertainment, and the challenge is to meet a diversity of needs and to solve social issues. To meet these challenges, the Open APN (All Photonic Network) is expected to be used to solve these issues from the viewpoints of high security, robustness, and power saving in addition to high capacity, low latency, and multi-connectivity. Now NEC is considering the photonic cloud as an example of participation in community activities, product development, and use cases. This paper introduces the trends in relevant community activities and NEC’s commitment to Open APNs.


    NEC’s Approach to APN Realization — Features of APN Devices (WX Series)


    NEC is accelerating its efforts to realize All Photonics Networks (APN), in which all communication infrastructure from the networks to terminals are built upon optical-based technologies. This paper discusses disaggregation (functional separation) and the open architecture of optical networks — which are crucial for APN — and introduces NEC’s SpectralWave WX series, a family of NEC’s first open specifications-compliant, open optical transport products.


    NEC’s Approach to APN Realization — Field Trials


    Efforts to provide the open architecture for optical networks and All Photonics Networks (APN) are entering the stage where new value is created. This paper introduces NEC’s commitment to developing new value in the market such as the creation of an open ecosystem, integration to optimize the combination of open specification components, and case studies of field trials and other installations.


    Wavelength Conversion Technology Using Laser Sources with Silicon Photonics for All Photonics Network


    Innovative optical networks are essential for the implementation and acceleration of advanced information and communication services such as autonomous driving and telemedicine. NEC is working to implement an All Photonics Network (APN) that enables transmissions with a low latency, low power consumption, and high capacity and that also makes full use of optical technology. The APN needs flexible wavelength conversion that is both compact in size and economical. NEC is therefore conducting R&D on ultracompact, dual-wavelength, tunable lasers as laser sources to be the key to wavelength conversion in APNs and using silicon photonics (SiP) that have a high-density integration and mass-production capability. This paper provides a report on the wavelength conversion technology and the technologies for the SiP and wavelength tunable laser sources that can realize a dual-wavelength, tunable laser.


    Optical Device Technology Supporting NEC Open Networks — Optical Transmission Technology for 800G and Beyond


    Communication traffic has been increasing rapidly in recent years and is expected to continue to grow exponentially in the future. While the capacity of backbone networks needs to be increased, there is also a growing trend toward openness where networks are constructed by flexibly selecting equipment without being bound to a specific vendor and another growing trend toward greenness where networks are designed to reduce power consumption to address concerns about environmental issues. This paper introduces NEC’s optical device technologies and product lines that support openness and greenness.


    ■Initiatives in Core & Value Networks


    Technologies Supporting Data Plane Control for a Carbon-Neutral Society


    Data plane traffic in 5G mobile networks is expected to continue to grow rapidly in the future. Mobile communications providers face challenges in terms of location and power usage as they need to expand their facilities to accommodate this traffic. NEC is contributing to solutions by applying a variety of technologies to mobile networks. To preserve the global environment and pass it on to future generations, NEC is continually promoting R&D into carbon-neutral technologies and contributing to their implementation in society. This paper introduces some of the main technologies in this field.


    NEC’s Network Slicing Supports People’s Lives in the 5G Era


    5G (fifth-generation mobile communication system) defines network slicing technology that virtually separates the network layers. Network slicing makes it possible to provide use cases required for 5G — such as high speed and high capacity (eMBB), multiple connections (mMTC), and ultra-reliability and low latency (URLLC) — on a single network infrastructure. 5G is expected to solve a variety of social issues, and this paper introduces the network slicing technology developed by NEC that enables communications service providers to provide services promptly.


    Application-Aware ICT Control Technology to Support DX Promotion with Active Use of Beyond 5G, IoT, and AI


    In recent years, expectations are rising for the realization of an affluent society by promoting digital transformation (DX) and high productivity through Beyond 5G, the Internet of Things (IoT), and artificial intelligence (AI). Against this backdrop, in addition to conventional policies of improving the average quality of service (QoS), there is an increasing need to strengthen policies that precisely adhere to ICT performance requirements per communication session and in real time to enable applications to be used with high performance (work speed, productivity, etc.) in a stable manner. This paper introduces an application-aware ICT control technology that enables the stable use of applications at high-performance levels.



    Using Public Cloud for 5G Core Networks for Telecom Operators


    With mobile traffic skyrocketing, telecom operators face the urgent need to scale their networks further while also aiming to curb investment costs and optimize network resource utilization. In this paper, we explore how using the public cloud as a key solution helps telecom operators meet this challenge. We present the essential technologies for maximizing the potential of the public cloud for 5G Core networks and introduce our initiatives to facilitate its implementation.


    ■Enhancing Network Services through Initiatives in Network Automation and Security


    NEC’s Approach to Full Automation of Network Operations in OSS


    An enormous amount of network equipment, including base stations, is being deployed worldwide by communication service providers (CSPs). It is not unusual for a single CSP to have more than a million pieces of equipment — which are built, updated, broken down, and repaired on a daily basis and which are also supported day and night by a large number of staff involved in infrastructure maintenance. The operations of such network equipment are carried out by a group of systems called operating supporting systems (OSS). This paper introduces NEC’s next-generation OSS and orchestration products now being developed under the concept of autonomous networks with the aim of zero-touch operations by minimizing human contact and enabling networks to autonomously operate by themselves.


    Autonomous Network Operation Based on User Requirements and Security Response Initiatives


    Networks are becoming more and more complex with the advancement of virtualization technology, and the increasing burden of operating these networks is becoming an issue. However, conventional automation methods, in which instructions on monitoring and handling methods are specified by using templates, are susceptible to alterations in network requirements themselves and require additional work hours for adjustment. Against this background, the technology used in autonomous operation — by which the entire process from network construction to operation is automated based on information on user requirements (or intent) — is attracting attention. NEC started conducting the R&D of the technology used in autonomous operations in 2017 and has been making pioneering efforts since then. This paper provides an overview of NEC’s technologies used in autonomous operations and its core automated design as well as an introduction to enhanced security support.


    Enhancing Information and Communications Networks Safety through Security Transparency Assurance Technology


    With the escalating frequency of cyberattacks targeting critical infrastructures, the safety of information and communications networks has emerged as a pressing concern. These networks not only serve as the foundation of these infrastructures but also present potential entry points for cyberattacks. Furthermore, with the implementation of the Economic Security Promotion Bill, operators of critical infrastructure are obligated to fulfill the responsibility of explaining the measures taken to uphold system security. This emphasizes the importance of ensuring transparency in IT systems, including network equipment, and maintaining ongoing awareness of their internal state. To address this challenge, NEC is actively engaged in the development of the Security Transparency Assurance Technology. In this paper, we highlight the importance of security transparency and delve into how NEC’s technology can be leveraged to ensure system security.


    Enhancing Supply Chain Management for Network Equipment and Its Operation


    In recent years, the severity of threats in the cyberspace has intensified, raising concerns about the potential for significant economic and societal losses due to attacks targeting the security domain and supply chain of critical industrial infrastructure. At NEC, we ensure the provision of safe and secure network equipment by conducting inspections at our factories in Japan to address shipment and transportation risks, and by offering products that comprehensively collect and analyze equipment security information for managing risks during operation (this family of products is offered only in Japan). This paper outlines our initiatives to enhance supply chain management through secure manufacturing, inspections at our factories, and the utilization of NEC products designed to ensure secure operation.


    ■Network Utilization Solutions and Supporting Technologies


    Positioning Solutions for Communication Service Providers


    As smartphones gain popularity, services such as map apps that use location information have become an essential part of people’s everyday lives. In recent years, location information has also begun to be used for a variety of purposes, such as autonomous driving, construction machinery, and drones. While the usage scenarios of location information vary, the demand for improved positioning technology is increasing. Against this background, NEC offers positioning solutions for communication service providers (CSPs) that achieve enhanced accuracy, reduced positioning time, and expanded coverage areas. This paper introduces NEC’s commitment to improving positioning technology and providing positioning systems for CSPs.


    The Key to Unlocking the Full Potential of 5G with the Traffic Management Solution (TMS)


    In light of growing environmental concerns and the introduction of 5G services, mobile operators face three significant challenges. These challenges involve dealing with packet congestion, reducing the total cost of ownership (TCO) in telecommunications facilities, and achieving carbon neutrality. To address the issue of packet congestion resulting from the high potential of 5G networks, the NEC Traffic Management Solution (TMS) provides an effective solution. By accurately predicting real-time data transmission volumes based on current transmission conditions, TMS effectively alleviates congestion. Under normal operating conditions, TMS maximizes the potential of 5G while improving the throughput degradation caused by concentrated user access and temporary congestion at specific times and locations. TMO also helps to reduce unnecessary data transmission, which not only helps minimize the TCO for telecommunications facilities but also aids in the pursuit of carbon neutrality objectives.


    Introducing the UNIVERGE RV1200, All-in-one Integrated Compact Base Station, and Managed Services for Private 5G


    As digital transformation (DX) expands, growing attention is being directed towards private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper). While the use of radio waves has been exclusively restricted to mobile network operators so far, government authorities have recognized the need to attract private investment for effective use of radio resources and for the creation of social value. As a result, new players are entering the market. Because of the complexity of the technology and the high cost of system construction, however, it has been difficult to popularize this promising technology. To address this issue, NEC has now developed a private 5G system and managed services called UNIVERGE RV1200, which enables system construction at a reasonable price range. This paper introduces the features and usage scenarios of the NEC UNIVERGE RV1200.


    Vertical Services Leveraging Private 5G to Support Industrial DX


    NEC provides vertical services that combine industrial applications and networks such as 5G to promote the realization of digital transformation (DX) by improving labor shortages, increasing the efficiency of on-site work in the industrial sector, and other solutions. This paper introduces cases of vertical services using private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper) to support industrial DX as well as NEC CONNECT as an approach to achieve co-creation with partner companies.


    Integrated Solution Combining Private 5G and LAN/RAN


    The revision of guidelines from the Ministry of Internal Affairs and Communications and the Ministry of Health, Labour and Welfare have prompted local governments and hospitals to build private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper) networks on their existing infrastructure, aligning with these updates. Despite the increasing trend towards integration, the need to maintain network separation for security reasons persists. Therefore, it is imperative to implement network separation throughout the entire network, including the private 5G network, to ensure robust security measures are upheld. This paper aims to present a method for expanding virtual network technology, a widely embraced core component of NEC’s SDN solution, by integrating it with private 5G technology.


    ■Global 5G xHaul Transport Solutions


    xHaul Solution Suite for Advanced Transport Networks


    The spread of 5G has been enhancing the importance of networks. To fully unlock the potential of end-to-end 5G networks, not only the RAN domain but also the transport network needs to be advanced to align with the 5G era. Communication service providers (CSPs) are required to elevate their transport network to the next level by enhancing flexibility, agility, scalability, and prioritizing the increasingly important aspect of security, while maintaining the speed and capacity required in traditional transport networks as the most important KPIs. This paper introduces the NEC Value Added xHaul Solution Suite that addresses these challenges.


    xHaul Transformation Services


    In the network domain operated by communication service providers (CSPs), there is a noticeable trend towards increased openness and a shift to multi-vendor networks, similar to the developments observed in the field of IT computing. With the emergence of these trends, the technical requirements for CSPs to deploy network components like IP routers and optical transport network equipment in their own transport network are becoming more complex. In this paper, keeping in mind these technology trends, we introduce NEC’s service portfolio, global organization, and case studies, by highlighting our expertise as a network system integrator in providing CSPs worldwide with best-of-breed solutions that are centered around consulting services and multi-vendor ecosystems.


    xHaul Transport Automation Solutions


    As the importance of networks as social infrastructure grows, Communication Service Providers (CSPs) are focusing on automation solutions that can both accelerate the time to market and reduce operating costs. However, due to the complexities in terms of operation unique to the telecommunications industry, the introduction of automation has not progressed as smoothly as expected. The NEC xHaul Transport Automation Solution is composed of a multi-vendor ecosystem and services to deliver automation aimed at solving the variety of challenges that CSPs face when deploying automation solutions. This paper introduces the details of NEC’s xHaul Transport Automation Solution.


    Fixed Wireless Transport Technologies in the 5G and Beyond 5G Eras


    5G and Beyond 5G technology requires even higher capacity in transport networks. Transport networks in countries other than Japan have used fixed wireless systems as the mobile backhaul for ease of installation and TCO (total cost of ownership) reduction. But now that the standard specifications for cross-haul (xHaul) networks have been established, the application of fixed wireless systems is expected to expand as various 5G or Beyond 5G situations develop. This paper gives an outline of fixed wireless transport in the eras of 5G and Beyond 5G and also introduces the technologies and products supporting it.


    SDN/Automation for Beyond 5G


    5G and Beyond 5G networks require software-defined networking (SDN) and automation support for efficient use of wireless transport networks. Standardization bodies such as the ONF, IETF, and ETSI are promoting the standardization of device monitoring and control interfaces using the Network Configuration Protocol (NETCONF) and data models. By complying with these standards and cooperating with SDN orchestrators, NEC’s PASOLINK wireless transport devices and unified network management system (UNMS) provide automated solutions for the operation of wireless transport networks.


    OAM Mode-Multiplexing Transmission System for High-Efficiency and High-Capacity Wireless Transmission


    Microwave and millimeter-wave communication systems are used for mobile backhaul applications all over the world. The Beyond 5G and 6G applications, however, require a higher capacity of 50 Gbps or more, and this is difficult to achieve with conventional systems. This paper introduces the principles, features, challenges, and implementation methods of NEC’s OAM mode-multiplexing transmission system, which is a communication method suitable for high-frequency bands capable of increasing efficiency and capacity and for utilizing wider bandwidths. In a real-time transmission experiment conducted in the sub-terahertz band to demonstrate the feasibility of this technology, NEC succeeded in the transmission of 256QAM/16 multiplexing (14.7 Gbps) over 100m by combining it with polarization multiplexing. Now we aim to increase this to 100 Gbps for commercial release of this technology.


    ■Toward Beyond 5G/6G


    NEC’s Vision and Initiatives towards the Beyond 5G Era


    In this paper, we examine the worldview and image of the future society in the Beyond 5G era, which is expected to begin around 2030. We also look at NEC’s Beyond 5G vision, which considers changes in communications and the surrounding environment, expected role changes, and use cases. The direction of technological evolution that is considered necessary to achieve that vision, the key technology areas, and NEC’s initiatives for open innovation and ecosystem formation are also described.
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    Since the onset of the novel coronavirus infection (COVID-19) pandemic in 2020, we have witnessed substantial and far-reaching changes in every sphere of Life. Remote work, online education, and e-commerce were initially alternatives to going to physical locations, but they have since proven effective in terms of time management and activity efficiency. Even as we begin to return to our pre-pandemic ways of life, these elements have become essential parts of our daily routines. An important factor that supports these changes is our information and communication networks.


    At the same time, the social environment and technological trends surrounding information and communication networks are also undergoing rapid changes. With the emergence of cloud and edge services utilizing artificial intelligence (AI) and machine learning (ML), we can easily access all kinds of information around the world through our smartphones. Digital transformations (DX) across various industries continue to drive significant improvements in efficiency and foster the creation of new value. This is achieved through the collection and analysis of large volumes and diverse types of digital information, enabling the delivery of optimized solutions. To realize diversification of these services, it is expected that not only will information and communication networks be accelerated, but network devices and software modules will be combined in an open environment, enabling flexible adaptation to meet individual service requirements and to seamlessly connect people, things, and events in the service. One of the initiatives in this endeavor is open architecture.


    Since the early 2010s, NEC has been at the forefront of promoting open architecture in information and communication networks. Our leadership in the Open Networking Foundation (ONF) has been instrumental in driving the advancement of network function virtualization (NFV) within the European Telecommunications Standards Institute (ETSI), resulting in the realization of software-defined and virtualized core networks. This has significantly simplified the process of configuring networks tailored to specific service requirements. Over the past few years, NEC has also placed a strong emphasis on fostering openness in the radio interface through its involvement in the O-RAN ALLIANCE. Furthermore, NEC has taken strides in developing open and all-photonics network, which will serve as the infrastructure for ultra-high-speed communications in the 2030s. These core, wireless, and optical technology assets based on open architecture will be interconnected, resulting in a substantial enhancement in the value of services offered by information and communication networks.


    In 2022, NEC consolidated its initiatives into a suite of solutions called NEC Open Networks as part of our commitment. In this special issue, we will introduce this suite of solutions and delve into the research and development of Beyond 5G/6G technology.


    To effectively achieve the Sustainable Development Goals (SDGs), particularly in terms of attaining carbon neutrality, it is imperative to transform information and communication networks. In the era of 5G open networks where every person, thing, and event is connected to the network, it is crucial to mitigate the energy consumption associated with rapidly increasing data communications and the processing power required for AI and ML applications. Telecommunications carriers have already taken significant steps to contribute to the realization of a carbon neutral society by communicating their commitment to international organizations such as the Global System for Mobile Communications Association (GSMA) and the Next Generation Mobile Networks Alliance (NGMN). NEC shares this commitment and aims to achieve these goals by developing highly efficient wireless and optical devices and also by improving the efficiency of open network operation and management.


    
     * The names O-RAN ALLIANCE, O-RAN and their logo are trademarks or registered marks of O-RAN ALLIANCE e.V.

     * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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  NEC’s Technological Developments and Solutions for Open Networks


  
    Amidst the rapid changes in the social and technological landscape surrounding information and communication networks, NEC is promoting open innovation of networks to adapt to these trends. The latest networks, exemplified by 5G (fifth-generation mobile communication system), are generally composed of the RAN, transport, and core network domains as well as cross-domain management and value-added services. This special issue introduces the overall picture as well as NEC’s efforts and solution examples towards the open innovation in each domain and layer.
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    1. Introduction


    Networks serve as a means for connecting people and things to enable communication and data sharing. Throughout the course of history, from the era of analog telephony onward, concerted efforts have been made to establish open and standardized communication interfaces to facilitate connections across different telecommunication carriers and countries. As network technology advanced and became more complex, particularly with the advent of mobile data networks, the construction of entire network systems have often relied on the expertise of specific vendors, resulting in the use of non-open proprietary technologies. However, in the era of 5G and Internet of Things (IoT) which aims to connect every person, thing, and event, there is a growing need to efficiently provide diverse network services tailored to different purposes on a standardized network system. To address this evolving trend, the adoption of an open architecture for networks is being contemplated that would allow for greater flexibility in meeting diverse needs and facilitating seamless connectivity across a variety of networks and services.


    For over a decade, NEC has been leading the way in promoting open innovation and placing a dedicated focus on technological advancements in this field. Starting with our efforts to separate functions of core networks and promote open interfaces, we have recently taken an active role in advancing the openness of radio networks and optical transmission systems as well. Concurrently, NEC is committed to contributing to carbon-neutral goals by curbing energy consumption associated with network operations. NEC’s dedication to open networks extends across a wide variety of technological fields, network domains, and network utilization solutions. In this special issue, we present initiatives that are representative of and highlight our ongoing efforts in this regard (Fig.).
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        Fig. Representative technological assets and value provided through the NEC Open Networks.
      

    


  


  
    2. Open RAN and Supporting Virtualization Technologies


    One of the most notable trends in the field of open network technologies is the opening up of the radio access network (RAN), which is commonly known as Open RAN. Open RAN involves disaggregating the RAN stack into functional units and creating open interfaces between them. In the 5G era, instead of a single vendor constructing the entire RAN system, Open RAN enables the combination of functional units and superior components offered by multiple vendors. This approach allows for the creation of an optimal system tailored to the specific requirements of network utilization. NEC is actively involved in forging partnerships through Open RAN to build a robust ecosystem and propel innovation forward.


    The innovations brought by Open RAN transcend the 5G era and continue to evolve into the realms of Beyond 5G and 6G. As services connecting people, things, and events become more advanced, the number of network accesses and communication traffic will significantly increase. Consequently, the functions and performance requirements of RAN systems will diversify to accommodate the unique characteristics of these services. Virtualization technology is anticipated to be the solution to these challenges. Widely adopted in the IT system field, virtualization technology separates software and hardware components of a system and implements the software on general-purpose computers wherever possible. Open RAN incorporates this virtualization technology (vRAN) to optimize system operations. This special issue introduces NEC’s approach to Open RAN and presents examples of vRAN to optimize Open RAN operations.


  


  
    3. Wireless Technologies for 5G/Beyond 5G


    The advancement of 5G services, enabling ultra-highspeed and high-capacity-connections, is set to bring about a significant increase in both accesses and traffic. In order to achieve the carbon neutrality objectives associated with the utilization of 5G, it becomes crucial to address the issue of mitigating energy consumption. NEC recognizes the significance of incorporating advanced 5G hardware and optimal control technologies to tackle this challenge. This paper focuses on wireless technologies and outlines the configuration of a radio base station system based on the Open RAN specifications. It emphasizes the efforts made toward energy conservation through optimized system control. Furthermore, considering the ability of 5G and Beyond 5G wireless communications to utilize ultra-high frequencies, including millimeter waves, we also provide an overview of cutting-edge wireless technology developments for such frequencies. This special issue presents several representative technologies in this domain.


  


  
    4. Initiatives in Open APN (Open Optical/All Photonics)


    The concept of open networks that was popularized by the Open RAN initiative, has now expanded to the realm of optical transmission, which serves as the backbone of networks. Telecom Infra Project (TIP), an organization comprised of leading global IT service providers, is exploring the idea of using open standards in its Open Optical & Packet Transport (OOPT) project to disaggregate functions within the optical transmission system and to create open interfaces between components. The Open ROADM MSA is another initiative that promotes open innovation by defining interoperability specifications for optical devices used for transmitting data while also considering optical conditions. NEC actively participates in these initiatives and contributes to promoting open optical networks.


    Besides openness, all-photonics networks (APN) is also a crucial aspect of optical transmission systems. Typically, optical signals are converted into electrical signals to suppress interference distortion at multiplexing for high-speed transmission. However, this extra step can lead to unnecessary processing delays and energy consumption. The development of APN technology, which transmits optical signals directly throughout the entire optical transmission section, including multiplex modulation, can help to address these challenges and achieve low-latency and energy-efficient optical communication. The IOWN Global Forum, an international collaborative organization, initiated the investigation of this open APN. In this special issue, we showcase NEC’s efforts towards developing the APN technology.


  


  
    5. Initiatives in Core & Value Networks


    To encourage greater network openness, one initiative involves the disaggregation of the data plane (DP) that handles the actual data transfers and the control plane (CP) that controls how data is transferred, followed by the virtualization of the network functions that comprise both planes. This approach will facilitate the realization of value networks where diverse values can be achieved through network interactions.


    For example, network slicing involves connecting a diversity of network resources based on the requirements of each service and it is expected to provide a simultaneous and stable delivery of a variety of services on a shared network. It will also allow for the flexible combination of low-latency edge server resources with high-precision cloud server resources. Furthermore, by utilizing virtualized IT resources offered by public cloud providers for network construction, it is possible to respond to the needs of users who want to use network services quickly and easily. This special issue highlights NEC’s efforts in these areas and introduces energy-saving technologies for managing the rapid increase in data plane traffic.


  


  
    6. Enhancing Network Services through Initiatives in Autonomous Networks and Security


    The evolution of open and virtualized network has allowed for the delivery of more sophisticated services, but at the same time, network configurations are becoming increasingly complex. This presents challenges in maintaining safety, security, and efficiency of open networks. NEC develops advanced technologies that can automate the entire process from network construction to operation, maintenance, and management so that these issues can be efficiently addressed. NEC is also working on technologies to increase the transparency in the security of open networks and their constituent devices as well as strengthening supply chain management to ensure the safe use of open networks.


  


  
    7. Network Utilization Solutions and Supporting Technologies


    Due to features such as high speed, low latency, and multiple connections, 5G is expected to be widely used in mission-critical environments such as automated manufacturing plants, construction sites, and advanced mobility services. However, to meet the demanding requirements of 5G applications — including high-precision location information, optimized traffic characteristics, stable connections, and minimal latency — advanced technologies are required. In this special issue, we will introduce examples of typical network utilization solutions and the supporting technologies that enable the successful deployment of 5G services in harsh usage environments.


  


  
    8. Global 5G xHaul Transport Solutions


    This special issue introduces the NEC xHaul network solution suite, which has been successfully deployed in global markets, and the advanced technologies that support this solution. The xHaul pertains to the transport domain that links the radio access network (RAN) to the core network. In the Open RAN architecture, RAN functions are disaggregated into radio units (RUs), distributed units (DUs), and central units (CUs). As part of xHaul, the backhaul connects the core network to the DUs and CUs, whereas the fronthaul connects the CUs and DUs to the RUs. Both of these network domains require ultra-high-speed, high-capacity transmissions, which are commonly achieved through optical or millimeter-wave technology. NEC’s xHaul solutions are widely adopted to link remote sites with high-speed communications. These remote sites often face a shortage of human resources with the required expertise to set up, operate, maintain, and manage telecommunications infrastructure. NEC is also developing technology to automate the entire process from xHaul system setup to service operation, making it significantly easier to implement and use.


  


  
    9. Toward Beyond 5G/6G


    In conclusion, this special issue provides an overview of NEC’s vision and initiatives for future networks. We are also continuously working to strengthen our lineup of open network technologies — some of which could not be covered in this issue. To keep our customers and stakeholders informed, we will continue to introduce new initiatives through NEC press releases and exhibitions, so stay tuned for more updates.


  


  
    * IOWN is a trademark or registered trademark of NTT.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    With the advent of the 5G era, a wide variety of use cases are expected to make use of features such as enhanced Mobile Broadband (eMBB), Ultra-Reliable Low-Latency Communication (URLLC), and massive Machine Type Communications (mMTC). Differences in communication requirements for each use case make it important for communication service providers to build a wide variety of networks. In the initial period of the 5G era, many global communication service providers relied on a single vendor and integrated systems dominated the market, making it difficult for customers to construct flexible and agile networks in accordance with their needs. This concern has led to the emergence of a new movement called the Open Radio Access Network (Open RAN) to increase openness of the interface between devices with the aim of encouraging innovation by promoting competition among multiple vendors. In addition to NEC’s experience and know-how in communications, we will utilize our cloud computing technology that enables flexible and agile construction as well as our industrial know-how to build a strong ecosystem with partners who aim to promote openness together. This paper introduces NEC’s approach to increase adoption of Open RAN required in the 5G era.
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    1. Introduction


    The advent of the 5G era has brought about expectations of a wide variety of use cases making use of features such as enhanced Mobile Broadband (eMBB), Ultra-Reliable Low-Latency Communication (URLLC), and massive Machine Type Communications (mMTC). The development of 5G communication networks is proceeding at a rapid pace in countries around the world. Among communication service providers (CSP) who want to build economical, safe, and secure 5G communications networks, Open RAN is attracting attention by enabling the implementation of open and secure 5G networks that benefit from the participation of multiple vendors.


  


  
    2. Innovations Brought About by Open RAN


    2.1 What is Open RAN


    Open RAN disaggregates the radio access network (RAN), including base station equipment, into elements based on open specifications so that products from multiple vendors can be combined. Open RAN is expected to ultimately reduce the costs of operating 5G communication networks and stimulate innovation by enabling the introduction of new vendors and a variety of equipment suited to actual needs and use cases. This will stimulate competition in the RAN market, which has been dominated by a small number of vendors until now. The fact that Japanese communication service providers (CSPs) were among the first in the world to introduce full-scale Open RAN means that expectations are high for Japanese CSPs to take the lead in this field.


    In realizing Open RAN, it is not realistic for a single vendor to provide all of the components to meet the needs of a great variety of use cases. The challenge has become how to build an ecosystem with guaranteed reliability and safety. This requires a best-of-breed approach to selecting and building the optimum hardware and software from a wide range of products and solutions from multiple vendors.


    Open RAN is expected to greatly change the existing market model, particularly by helping CSPs avoid vendor lock-in, a situation that results from limitations in options presented by monopolies and oligopolies of incumbent vendors. It is also expected to reduce the total cost of ownership (TCO) and to accelerate innovation by reaping the benefits of virtualization (Table).


    
     
       Table Expectations and challenges of communication service providers for Open RAN.
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    As a result, the expectations for Open RAN and the challenges to its adoption are becoming clear, and NEC is engaged in demonstration experiments and a variety of other activities to solidify the expectations of CSPs around the world (Fig. 1). Also, the current geopolitical environment has pushed governments in many countries to seek to establish diverse, resilient supply chains. Governments around the world have high hopes for Open RAN, and some countries are promoting various initiatives to support the introduction of Open RAN.
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         Fig. 1 NEC’s global 5G initiatives.
        

     


    2.2 Open and virtualized networks


    In response to the expansion and evolution of demand for mobile communications, telecom carriers are rapidly verifying open and virtualized technologies that enable flexibility and scalability of their networks. At the same time, they’re also expected to reduce operating costs. The momentum for the introduction of Open RAN is increasing, particularly in Europe and North America, as seen with the Open Testing and Integration Centres (OTICs) and other activities promoted by the O-RAN ALLIANCE and the Telecom Infra Project (TIP). NEC has also built a verification environment capable of interoperability testing (IOT) of Open RAN systems in the UK (Fig. 2) to assist with the introduction of openness and virtualization technologies by CSPs in many countries1).
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         Fig. 2 NEC’s Open RAN business development base in the UK.
        

     


    NEC’s Centre of Excellence lab houses hardware and software solutions and facilities that enable telecom carriers and network equipment vendors to collaborate in conducting tests and doing work. The main facilities include a virtual infrastructure for running O-RAN central units and O-RAN distributed units (O-CUs and O-DUs), a signal generator/analyzer for unit testing of O-RAN radio units (O-RU), a UE-simulator for the end-to-end testing, a shield box for over-the-air (OTA) testing of the O-RU, and a radio darkroom.


    Following the trend of virtualization that has occurred in the IT world, network functions virtualization (NFV) is also advancing in telecommunications. Until now, virtualization in the wireless domain has been considered technically difficult because it requires higher performance for complex signal processing when compared to general purpose processing on a COTS server. But advances in related technologies, such as accelerators, have made virtualization of RANs a trend. Specifically, network control technologies using NFV and software are expected to enable the dynamic provision of required functions by virtualizing the CU/DU functions. Such a virtualized radio access network (vRAN) is expected to reduce operating expenses (OPEX) by using artificial intelligence (AI) and machine learning (ML) technologies to reduce power consumption, expand the network according to needs, and improve maintenance and operational efficiency. vRAN is expected to optimize the various resources required for wireless networks by introducing new technologies and pooling capacity using software thereby leading to a reduction in total cost of ownership (TCO) for deployment and operation.


    Open vRAN also allows RAN software to use open interfaces via NFV for various network functions and is expected to free global telecom carriers from vendor lock-in and pave the way for a diverse and innovative selection of products by providing network capabilities with open interfaces. In addition, this trend is also expected to accelerate implementation of scalable, agile, and intelligent networks that will enable telecom carriers to speed up network deployment and significantly improve operational flexibility.


    In Feb. 2022, NEC created NEC Open Networks, a comprehensive product, solution and service suite that provides CSPs worldwide with open, secure 5G networks based on segmented RAN components, xHaul Transport, core network, operation automation software, and a system integration service platform.


   2.3 Open RAN market


    The emergence of Open RANs is expected to significantly change the framework of the existing telecommunications equipment market, improve innovation via new competition, and create new opportunities for telecom carriers by diversifying their options. The trend toward openness is expected to spread further in the future. According to a survey conducted by NEC, 85% of major telecom carriers intend to introduce Open RAN (Fig. 3). In the 5G base station market, Open RAN is expected to expand to 30% – 50% by 2030.
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         Fig. 3 Industry survey on Open RAN adoption.
        

     


    Another survey by NEC showed that 13% of CSPs are already conducting commercial Open RAN operations or are in the procurement stage, and that 35% of the providers have their own labs or are conducting trials. Particularly active among them are global carriers such as Vodafone (UK) and Telefónica (Spain), with the former having announced that 30% of its European networks will be based on Open RAN by 2030. The United States, British and German governments have also indicated their intention to promote Open RAN and are establishing guidelines for implementation and introducing subsidy programs to promote its adoption. In addition, other notable examples include new entrants known as greenfield operators such as 1&1 (Germany) and Dish Network (USA) who are actively pursuing commercial deployment to enjoy the benefits of Open RAN (Fig. 4).
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         Fig. 4 Results in global industry momentum: Open RAN trials and deployment.
        

     


  


   2.4 Expectations and benefits of Open RAN introduction


    While Open RAN is expected to accelerate innovation eliminating vendor lock-in, expansion of options through the participation of new vendors, and reductions in deployment and operational expenses, the advantages of Open RAN go even further. The introduction of Open RAN will also accelerate the digital transformation (DX) of networks and lay the foundation for Beyond5G and 6G.


    5G brings new technologies and use cases, and many telecom carriers see the introduction of Open RAN as a trigger for operational and organizational optimization. It is expected that the flexible, scalable building concept of Open RAN will be incorporated into the foundations of 6G solutions to come in the future (Fig. 5).
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         Fig. 5 Expectations for Open RAN deployment.
        

     


    Surveys conducted by NEC indicate that CSPs expect to reduce their TCO by promoting a competitive environment that has multiple potential suppliers and by sharing virtualization resources. In addition, the maturing of network automation technology in the future would allow for more efficient network construction. At the same time, Open RAN is expected to reduce the total cost of network ownership by an average of approximately 15% (20% in the long run without initial deployment costs) compared to conventional RAN construction (Fig. 6).
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         Fig. 6 Expectations for TCO reduction with Open RAN deployment.
        

     


    While Open RAN is expected to enable the faster adoption of new services and use cases, its deployment does have associated risks. For example, the additional work-load required to integrate devices from multiple vendors is a trade-off for the benefits that Open RAN brings, and the selection of interoperable components and proven configurations will be a major stepping stone to increased adoption of Open RAN.


   2.5 Challenges in Open RAN introduction and NEC’s solutions


    While telecom carriers may face these challenges with fragmented architectures (Fig. 7), vendors with system integration capabilities (system integrators) — like NEC — can play a central role in the verification and implementation of end-to-end solutions. As a leading company in Open RAN, NEC can help overcome these challenges by leveraging its knowledge and experience in communications, IT, and cloud systems to create an ecosystem with carrier-grade quality assurance to meet customers’ objectives.
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         Fig. 7 Challenges of multi-vendor adoption in the promotion of openness.
        

     


   2.6 Standardization activities (O-RAN ALLIANCE, TIP)


    Standardization activities by industry groups and associations play an important role in promoting the openness of RANs, because standardizing is the only way to ensure interoperability among vendors. NEC contributes to the promotion of Open RAN through its participation in industry groups such as the O-RAN ALLIANCE and Telecom Infra Project. In particular, NEC and others at PlugFests, which demonstrate Open RAN interoperability, are working to accelerate interoperability based on the O-RAN specifications and to promote and implement it in real-world environments.


    NEC actively supports, participates in, and contributes to the activities of the O-RAN ALLIANCE by leading several work items and by serving in different O-RAN ALLIANCE working groups (WG1, WG2, WG3, WG4, WG5,
and WG10).


  
    3. Conclusion


    NEC demonstrates its leadership and support for Open RAN through its experience in supporting the deployment of large-scale Open RAN commercial networks in Japan and through its long-standing global track record of building wireless networks and other communication networks. NEC is considered a major supporter of the introduction of Open RAN among communication service providers around the world. As a result, in 2021, we were selected by Vodafone as a vendor of 5G base station equipment2) and also participated in the Open RAN project run by German Telecom3). Also, NEC is conducting commercial demonstrations with Telefónica4) and began building an Open RAN verification network in 2022 in cooperation with Orange (France)5).


    NEC will continue to promote the global deployment of Open RAN by making full use of its track record with many global vendors.


  



  
    * The names O-RAN ALLIANCE, O-RAN and their logo are trademarks or registered marks of O-RAN ALLIANCE e.V.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Operators face growing energy consumption with an associated increase in OPEX, arising from the introduction of 5G and massive MIMO technology combined with the need to add capacity and densify networks to address the continuous growth in mobile network traffic. Added to this, many operators have set global sustainability goals to reduce carbon emissions in part achieved through managing energy consumption.

Data provided to GSMA from 7 Operators with 31 networks in 28 countries highlighted that 73% of network energy consumption is in the RAN with the Core Network, Data centers and Operations accounting for the remainder.

NEC has developed a fully automated software-based solution to address RAN energy consumption at cell and site level, through advanced algorithms and traffic prediction, enabling safe shutdown of excess site capacity during periods with low levels of user and data traffic, thereby reducing energy consumption. The solution incorporates intelligent continuous customer experience feedback enabling fast reactivation should traffic levels increase unexpectedly. It is applicable to both legacy and Open RAN based deployments.
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    1. Introduction


    Reducing energy consumption and associated Operational Expenditure (OPEX) in mobile networks is a key objective for network operators, especially in the Radio Access Network (RAN) which accounts for over 70% of mobile network energy consumption according to a 2021 GSMA survey1).


    As capacity in mobile networks increases with the addition of new spectrum and new technologies such as 5G and Massive MIMO (mMIMO), energy consumption also increases due to this additional network capacity. However, utilization of network capacity varies considerably based on time of day, day of week and site location, resulting in unused network capacity unnecessarily contributing to increased energy consumption.


    This paper describes how NEC is working to manage and reduce energy consumption in the RAN using advanced automation and artificial intelligence techniques to dynamically adapt mobile network capacity based on variations in traffic demand thereby optimizing energy consumption on a per cell level across the network. Case study results are presented based on live commercial deployments which demonstrate the energy savings and overall performance achieved through the NEC energy saving solution. In addition, specific enhancements targeting 5G and mMIMO deployments are discussed including how 3GPP and O-RAN ALLIANCE led standardization of energy saving features is leveraged by NEC to maximize energy efficiency in the RAN for both traditional and Open RAN based networks.


  


  
    2. Energy Saving Solution: Orchestrating Vendor Features


    It has been observed that many operators have network equipment vendor Cell Sleep Mode feature parameters set to generic default static values throughout the mobile network. These features allow the capacity layer to go into Sleep Mode while the coverage layer provides sufficient capacity to handle all traffic. Implementing a layer of intelligence that translates these static settings into a dynamically changing set of optimal parameters continuously tuned for each individual cell enables the operator to achieve significant gains in energy saving.


    Since each site behaves differently, typically with a primary pattern during the week and a secondary pattern during the weekend (Fig. 1), static settings applied network wide do not address the unique characteristics of each cell, especially when seasonality and network changes are considered, hence energy savings are not maximized.
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         Fig. 1 Typical traffic pattern variations.
        

     


    The solution described in this paper is a traffic and service aware software application that continuously fine tunes the Cell Sleep Mode feature parameters on a per cell basis in a way that each cell has its own optimal parameter configuration that triggers Cell Sleep Mode according to its unique traffic behavior without compromising service KPIs. The algorithm works in closed loop with no need for human intervention, optimizing cell sleep parameters daily to achieve savings of up to 4 to 6 times greater than those achieved by the default statically configured vendor feature.


    The application is both traffic and service aware (Fig. 2), meaning the decision logic to determine configuration settings for cell sleep periods evaluates KPI data to maximize additional energy savings while prioritizing service quality. As an additional safety mechanism, service quality metrics are evaluated as input to rollback decisions on a per cell level, with monitoring of KPIs including Physical Resource Block (PRB) utilization, number of radio connections and data volume. An Artificial Intelligence and Machine Learning (AI/ML) based orchestrator helps to ensure the optimal balance between energy saving and cell performance. Advanced AI/ML algorithms are utilized to continuously predict cell traffic demand, enabling the AI/ML based orchestrator to calculate on a per cell basis where and when to apply energy saving configuration changes. All this happens in closed loop without the need for human intervention.
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         Fig. 2 Traffic & service aware cell sleep.
        

     


    To provide a level of control to the operator, the application can be set to work within configurable boundaries for sleep windows and sleep/wake thresholds which can be configured differently for weekdays and weekends.


    All this is complimentary to vendor Cell Sleep Mode features, orchestrating such vendor features through the provision of traffic and service aware intelligence to create and push directly to the network the most optimal feature parameters for each cell in the network. Therefore, the application does not interfere with the internal near-real-time mechanisms supported by the vendor feature for traffic management, nor the associated sleep and wake mechanisms.


    The differentiation between weekdays and weekends relates to the fact that almost all cells have significant changes in traffic behavior and the solution takes advantage of that to determine additional periods in which savings can be achieved without customer impact. In some cases, this includes up to 24 hours sleep time for capacity layers.


    The solution is multi-vendor, multi-technology (3G, 4G and 5G) and supports both traditional and Open RAN deployments.


    It operates as an intelligent automation layer on top of vendor energy saving features (Fig. 3), via integration into vendor Network Management Systems (Fig. 4). By interworking with vendor features, the application has a network wide view to maximize energy gains while at the same time taking advantage of the real time response time provided by vendor features.
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         Fig. 3 Solution high-level flowchart.
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         Fig. 4 Integration with vendor NMS.
        

     


  


  
    3. Vendor Agnostic Energy Saving for 5G


    The solution described above orchestrates vendor energy saving features to provide a fully automated dynamic configuration capability. Support for such features, while varying from vendor to vendor, is less mature in 5G, in particular Cell Sleep Mode features. Hence the solution described above adapts to consider this scenario, based on the level of vendor feature support available.


    In the scenario where 5G energy features are not yet supported by vendor(s), Operators with such vendors in their network can avail of a vendor agnostic solution mode to reduce 5G energy consumption based on traffic-based or time schedule-based cell shutdown (retaining the 5G logo on display on users’ phone screen) and/or traffic-based reduction of bandwidth. This solution mode delivers significant energy savings in such networks where intelligent orchestration of vendor energy saving features is not possible. The use of advanced AI/ML based algorithms for cell traffic prediction enables dynamic shutdown of unused capacity without the need for the vendor to support Cell Sleep Mode energy features.

  


  
    4. Deployment Model


    The deployment model follows the typical introduction of a Self-Optimizing Network (SON), or non-Real Time RAN Intelligent Controller (Non-RT RIC) application, with initial cluster deployment taking between 4 and 6 weeks:



    	Installation (1 to 2 weeks): Server preparation, software installation

    	Integration (1 to 2 weeks): Integration of CM/PM with vendor’s OSS

    	Dry-Run (1 week): Execution of application in which changes are displayed but not applied to the network

    	Cluster Deployment (1 week): First production cluster

    	Phased Network Rollout: As per agreement with operator

    	Reporting and Acceptance (2 weeks): Reporting of KPIs, savings and acceptance




    To provide information for solution operational reporting and solution acceptance, power consumption measurements, using PM counters from the vendors network management system, are collected, and evaluated during solution implementation. These allows savings achieved to be determined as compared to savings directly attributable to the vendor Cell Sleep Mode features.


  


  
    5. Typical Energy Savings Case Study


    The typical energy savings achieved as illustrated in the example case study, are multiples of those achieved by the vendor feature, in the range of 4 to 6 times (Fig. 5) that of the vendor feature, depending on the traffic patterns and network configuration. The example below shows the implementation and results in US dollar savings compared to the default vendor feature.
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         Fig. 5 Gains achieved with NEC Energy Saving.
        

     


    An example case study that attests to the success of this solution is with a multi-vendor, multi-market operator in the Americas where the solution is implemented across three network equipment vendors in multiple geographical markets with resulting energy savings which were higher than initially forecast and increasing as more capacity is added to the network.


    The results after one full year of deployment (Table 1) are described below for the implementation across almost 1,000 radio sites. The initial cost savings expected for one full year was USD425,000, however due to utility price increases the actual cost savings achieved was USD474,000 for that same full year. The kWh savings was equivalent to 255 tons of CO2. Note this one year case study comparison excludes sites added to the network during this one year to enable accurate before and after comparison.


    
     
      Table 1 Case Study 1-year energy savings results.
     

     [image: 230104_06.jpg]
    


  


  
    6. Traditional &
 Open RAN


    While the previously described energy saving solution are applicable to both traditional and Open RAN deployments, the question does arise as to whether Open RAN solutions are as energy efficient as their incumbent counterparts.


    The O-RAN ALLIANCE is working to address energy efficiency in Open RAN networks, including publication of the Energy Saving Use Case Technical Report2) within its Working Group 1. This is further described in the subsequent section of this paper.


    One initiative to address energy efficiency in Open RAN based networks is the migration of existing 3GPP defined energy saving features to be implemented as separate third party applications within the RIC, using both non-Real Time and near-Real Time and combined non/near real time solutions. The design of such third party RIC applications negates the need for Open RAN CU/DU vendors to directly implement such 3GPP defined energy saving features, broadening the ecosystem, and driving increased energy efficiency. Additional use cases are being developed which leverage the “cloudification” of network functions extending to the O-Cloud Software/Hardware.


    What is clear is that Operators view energy efficiency as a high priority issue, with a GSMA report3) indicating that 62% of all operators, by revenue, have committed to reducing carbon emissions. Regarding Open RAN the MoU4) formed in Europe consisting of Deutsche Telekom, Vodafone, Orange, Telefonica, and TIM have demonstrated their commitment to energy efficiency and documented such in their Open RAN technical priorities focused on Energy Efficiency.


  


  
    7. Future Developments


    3GPP and the O-RAN ALLIANCE are working to define and standardize vendor energy saving features. The O-RAN ALLIANCE has published details of this work in its Network Energy Saving Use Case Technical Report2). Use cases or features include ‘Carrier and Cell Switch On/Off’, ‘RF Channel Reconfiguration On/Off’, ‘Advanced Sleep Mode’ and ‘O-Cloud Resource Energy Saving Mode’. This builds on 3GPP standardization work including energy efficiency KPI definition5).


    The ‘Carrier/Cell Switch On/Off’ feature allows specific network resources to be powered down at low load while retaining the existing coverage footprint, as only capacity layers are targeted. Shutdown of carriers and cells is not trivial to achieve, as an assessment must be made prior to shutdown to ensure service quality is maintained and KPIs will not degrade, ensuring that the feature operates in a manner that is transparent to subscribers. Crucial also to this feature is ensuring that carrier and/or cells can be reactivated with minimal latency should traffic demand increase, which is addressed by the near real time Radio Intelligent Controller (Near-RT RIC) E2 interface.


    The ‘RF Channel Reconfiguration On/Off’ feature aims to enable mMIMO Radio Units to greatly improve energy efficiency under low load conditions. It allows for several RX/TX arrays to be powered down thus reducing the number of spatial layers and corresponding Synchronization Signal Block Beam (SSB) beams. For example, a 64T64R Radio Unit could be reconfigured to 32T32R, maintaining capacity whilst reducing the mMIMO panel’s carbon footprint.


    The ‘Advanced Sleep Mode’ feature defines Sleep Mode “States” ranging from Micro Sleep through to Deep Sleep and Hibernation. Additionally, criteria for energy saving and time windows are to be included in 3GPP Release 19 specifications.


    The ‘O-Cloud Resource Energy Saving Model’ feature outlines multiple use cases leveraging the “cloudification” of Radio Access Network Functions. The first use case addresses Node Shutdown, introducing the concept of movement and scaling of network functions to reduce energy and facilitate shutdown. The second use case addresses CPU energy saving functionality. These features describe scaling of CPU frequency and voltage to reduce power (P-State) and operational conditions for CPU execution (C-State)6).


    The next level of advancement, building on the above, is to leverage multiple vendor features to provide a more holistic solution, standardized via industry bodies, with coordination across all energy features. While each vendor energy saving feature acting alone can deliver a step reduction in energy consumption and associated carbon footprint, a greater gain can be achieved through all active energy saving features working together in a coordinated manner as one holistic solution across telecoms applications, cloud (both VNF and CNF), and the underlying hardware and software platform layer, leveraging advanced automation and AI/ML to maximize energy efficiency.


    As an example, the CPU C-State (Table 2) can be optimized if a carrier or network function is locked, or virtualized resources can be scaled down if the number of active antennae ports is reduced.


    
     
      Table 2 CPU C-States for energy management.
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    8. Conclusion


    In this paper, we provided an overview of the NEC developed automation and AI/ML enabled RAN Energy Saving solution, which is multi-vendor and multi-technology capable and applicable to both traditional and Open RAN based networks.


    We presented results achieved from live Operator deployments, which have provided energy savings of over 1.25 MWh per mobile site annually resulting in annual savings of USD474,000 and 255 tons of CO2 for 970 mobile sites, 4 to 6 times that of vendor features.


   We have outlined future improvements in RAN energy efficiency including those led by 3GPP and O-RAN ALLIANCE, and how these improvements can be combined to bring even greater energy savings and associated reduction in carbon footprint to 5G and Open RAN networks.
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    Abstract


    Smart Surfaces, also known as Reconfigurable Intelligent Surfaces (RISs), are expected to play a crucial role to achieve the key performance indicators (KPIs) for future 6G networks. The revolutionary advantage of this novel and emerging technology relies in the ability to control the propagation environment by changing the traditional communication paradigm that perceives the communication channel as an uncontrollable black box. We present our RIS design that can efficiently alter the reflection angle of the impinging wave. Additionally, we overcome the need for a fast and complex control channel by introducing a Self-configuring Smart Surface that can be easily and seamlessly installed without requiring modifications of the deployed mobile network.
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    1. Introduction


    The ever-increasing need for network performance improvement has led to exploring new ways to push communication transmission efficiency that go beyond the classic communication paradigm. A revolutionary technology capable of providing control over the propagation environment has been recently introduced: Smart Surfaces, also known as Reconfigurable Intelligent Surfaces (RIS), raise the possibility of altering the way waves propagate in the environment in an intelligent, controllable, and flexible fashion, opening the possibility of optimizing it for unprecedented communication performance.


    While this game-changing technology introduces a bulk of new business opportunities and advanced use-cases for the next generation of wireless networks (B5G/6G) as shown in Fig. 1, it involves a number of technical challenges to be addressed. The RIS paradigm transforms the propagation environment from an adversary to an optimizable communication ally actively contributing to improving performance, with the sole use of surfaces equipped with low-cost, and low-complexity electronics. The RIS technology, which typically refers to planar structures with almost passive electronic circuitry, i.e., without any power amplification, is envisioned to be jointly optimized with conventional wireless transceivers to significantly boost wireless communications in terms of coverage, spectral and energy efficiency.


    
      [image: 230105_01.jpg]
      
        Fig. 1 Smart Surfaces to assist outdoor Base Stations (BS) and indoor Access Points (APs) in 6G use-cases.
      

    


     Existing RIS prototypes are composed of discrete sets of electromagnetically excited elements with tunable responses and can be seen as either reflective or transmissive surfaces. Specifically, a reflective surface operates as an ElectroMagnetic (EM) mirror, where an incident wave is reflected towards the desired direction ― typically anomalous, i.e., this direction can diverge from geometrical optics ― with specific radiation and polarization characteristics. On the other hand, a transmissive RIS operates as a lens or a frequency selective surface, where the incident field is manipulated (by filtering, beam splitting, polarization change) and/or phase shifted, and re-radiated to control the refraction of impinging plane waves.


    Although RISs have great potential to implement advanced EM wave manipulations, mainly simple functionalities, such as electronic beam-steering and multi-beam scattering, have been demonstrated in the literature. Only recently, RISs equipped with either minimal reception radio frequency chains or minimal power amplifiers have been introduced to enable sensing at the RIS side (which, apart from a standalone operation, can facilitate their network-wise orchestration) or reflection amplification (to confront the severe multiplicative pathloss), respectively. Within this context, we present our design of a self-configuring RIS that implements the hybrid reconfigurable intelligent surface (HRIS) technology by bringing built-in sensing capabilities to quasi-passive RISs.


  


  
    2. RIS Design


    We first describe our nearly-passive RIS design, externally controlled. The main purpose is to perform beamforming passively, i.e., refocus the energy received from impinging RF signals towards specified directions without active, i.e., energy-consuming RF components.


    The designed board consists of a grid of 10 x 10 unit cells distributed in a 2D array, as depicted in Fig. 2. Unit cells are elements that can reflect RF signals with configurable phase shifts. Phase shifts are dynamically configured through a microcontroller unit (MCU), which can be programmed from an external controller. Conventional RIS designs are characterized by dedicated connections from the MCU to each unit cell. However, MCUs only support a limited number of such connections, which constrains the maximum number of cells and, consequently, the achievable beamforming gains. A more scalable approach can be obtained by connecting each cell with a pair of buses, denoted as column/row cell selection buses, that select the unit cell to be configured, and a phase configuration bus, which communicates the desired configuration index out of a discrete set. In this way, the complexity of the design is significantly reduced.


    
      [image: 230105_02.jpg]
      
        Fig. 2 Design of RIS board.
      

    


    

    Flip-flop D: Each unit cell connects both column/row selection buses with an AND gate, as depicted in Fig. 2. When the MCU sets a high voltage state in a specific row and column, the MCU activates the configuration bus for such selected unit cell whereas all the remaining gates across the board will output a low voltage state (0V). Each cell also integrates a set of flip-flop D, which exploit the high state exiting the AND gate as a rising edge to update and send out the value stored in memory. Our RIS design implements 3-bit phase shifters, which enable high spatial resolution codebooks. Therefore, each cell uses three 1-bit phase configuration buses and three flip-flops.


    RF-Switch: The latter are connected to configuration ports in an RF switch. An RF switch is a component that can redirect the RF signal received from an input port towards one output port, as indicated by the configuration ports. The input port is connected to a patch antenna, the ultimate responsible for interacting with the medium, through a feeding line. Each output port (except one) uses an open-ended delay line with a suitably designed length to reflect impinging signals with a specific time delay, shifting the signal phase.


    Absorber: One output port of the RF switch is used to connect an absorber, an impedance-matching component that absorbs the energy of incoming signals instead of reflecting them back. This enables the absorption state, and it let us virtually optimize the reflective area of the RIS to meet system constraints. For instance, we can flexibly adapt to different time constraints when optimizing the RIS configuration. Alternatively, an energy harvester may be employed instead to reuse the dissipated energy to feed a low-consuming MCU, becoming self-sustainable boards.


    


    The suggested RIS design is modular: multiple boards can be coordinated through a common bus. The disposition of the unit cells across different boards has been carefully designed to have a separation of λ/2, where is the operating wavelength, as shown in Photo. Such modular Fig. 2 Design of RIS board. boards let us increase/decrease the physical area of our structure without compromising the inter-cell distance.


    
      [image: 230105_03.jpg]
      
        Photo RIS board prototype.
      

    


  


  
    3. Self-Configuring RIS


    We go beyond the classical concept of nearly-passive Smart surface: we exploit the self-configuration concept that allows to remove the explicit control line from the above-described RIS design. This enables a new generation of RIS that can be flexibly installed without incurring in additional deployment complexity and cable clutter.


    Our self-configuring RIS design takes into consideration an HRIS comprising an array of hybrid meta-atoms, which are able to simultaneously reflect and absorb (i.e., sense the power of) incident signals. In the considered architecture, each unit cell is coupled with a sampling waveguide that propagates the absorbed (i.e., sensed) power of the incident EM waves towards some downstream RF hardware for enabling digital signal processing.


    To reduce the complexity and cost of the required hardware with respect to conventional HRIS, we propose HRIS that are not equipped with fully-fledged RF chains but only with an RF power detector. As shown in Fig. 3, the signals absorbed by each unit cell are summed together by means of RF combiners, which may be easily implemented as lumped components throughout the RIS RF circuit. The resulting signal is fed into an RF switch, which routes it to the above-mentioned power detector. The former converts the RF power into a measurable DC or a low-frequency signal, and is made by, e.g., a thermistor or a diode detector. The latter extracts energy from the EM fields in the form of DC voltage by means of a rectifier or a voltage multiplier that boosts the output DC by stacking multiple rectifiers, such as in the Cockcroft–Walton or Dickson configurations1). By leveraging on such components, we respectively enable HRIS self-configuration and energy self-sufficiency.


    
      [image: 230105_04.jpg]
      
        Fig. 3 Self-configuring RIS design.
      

    


    In the considered hardware architecture, the reflected and absorbed signals are subject to a phase shift applied by the unit cell. Each signal is fed to its corresponding phase shifter bank, which is optimized independently of the other, allowing us to simultaneously control the signal reflection and power absorption properties of the HRIS. We underline that independent phase shifter banks can be obtained at once by introducing one additional phase shifter at each meta-atom even starting from a dependent phase shifter banks design, though at the expense of higher circuit complexity.


  


  
    4. Empirical Evaluation


    Hereafter we show the empirical evaluation of our designed externally-controlled RIS prototype.


    We characterized one of our 10 x 10 RIS board as described above, in 8 m x 5 m anechoic chamber. We mounted the board on a turntable controlled remotely from a master PC, which is also used to configure the beamforming parameters of the RIS. We use two software-defined radio devices attached to horn antennas with gain = 13.5 dBi to generate (“TX”) and receive (“RX”) a continuous stream of OFDM QPSK-modulated symbols with 5 MHz of bandwidth and numerology that meets 3GPP LTE requirements. The transmission power of TX is -30 dBm per subcarrier, and we sample the reference signal received power (RSRP) at RX.


    As shown in Fig. 4, the distances RIS-TX (dRIX-TX) and RIS-RX (dRIX-RX) are 1.1 m and 6.3 m, respectively. Considering the size of the RIS approximately equal to 30 cm x 30 cm and its operating frequency (5.3 GHz), it is hard to guarantee that dRIX-TX is larger than the far-field threshold, which is [image: 230105_06.jpg], where = 0.43 m is the diagonal of the array. Nevertheless, our choice of dRIX-TX is larger than the reactive near-field threshold, which is [image: 230105_07.jpg] and sufficient for our purposes. The rotation of the table determines the azimuth angle, and the location of TX determines θt. Conversely, the elevation angles of dRIX-TX and dRIX-RX are fixed to φt = 33° and φr = -3°, respectively.
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        Fig. 4 Experimental setup.
      

    


    We empirically validated our RIS prototype. Fig. 5 depicts some representative RIS configurations. It shows that the main beam points towards the intended directions. We note, however, that the gain of the main lobe is penalized when we use large steering angles. Overall, the power received in the intended direction ranges between -74 dBm (for large steering angles) and -64 dBm (for smaller angles), which give us remarkable beamforming gains between -17 dB and -27 dB over the noise floor. Using the radar range equation2), the peak Radar Cross Section (RCS) can be calculated as [image: 230105_09.jpg].


    
      [image: 230105_08.jpg]
      
        Fig. 5 Examples of beampatterns for θt = 20°.
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    Abstract


    RAN virtualization will become a key technology for next-generation mobile networks. However, due to the computing fluctuations inherent to wireless dynamics and resource contention in shared computing infrastructure, the price to migrate from dedicated to shared platforms may be too high. We present Nuberu, a novel pipeline architecture for 4G/5G DUs specifically engineered for shared platforms. Nuberu has one objective to attain reliability: to guarantee a minimum set of signals that preserve synchronization between the DU and its users during computing capacity shortages and, provided this, maximize network throughput. To this end, we use techniques such as tight deadline control, jitter-absorbing buffers, predictive HARQ, and congestion control.


    


    
      Keywords


      O-RAN, vRAN, DU, Shared Platforms, computational schedule

    

  


  
    1. Introduction


    The virtualization of radio access networks (RANs), based hitherto on hardwired ASICs, will become the spearhead of next-generation mobile systems beyond 5G. Initiatives such as the carrier-led O-RAN ALLIANCE have spurred the market and the research community to find novel solutions that import the flexibility and cost-efficiency of network function virtualization (NFV) into the very far edge of mobile networks.


    Fig. 1 shows the architecture of a vRAN, with base stations (BSs) split into a central unit (CU), which hosts the highest layers of the stack; a distributed unit (DU), which hosts the physical layer (PHY); and a radio unit (RU), which hosts basic radio functions such as amplification or sampling. To reduce costs, vRANs may rely on cloud platforms comprised of pools of shared computing resources (mostly CPUs, but also hardware accelerators brokered by an abstraction layer), to host virtualized functions such as the PHY.


    
      [image: 230106_01.jpg]

      
        Fig. 1 vRAN architecture.
      

    


    However, shared computing platforms provide a harsh environment for DUs because they trade off the predictability supplied by dedicated platforms for higher flexibility and cost-efficiency. While CUs are amenable to virtualization in regional clouds, virtualized DUs (vDUs) — namely, the vPHY therein — require fast and predictable computation in the edge.


    To ease the explanation, we focus on frequency division duplex where uplink (UL) and downlink (DL) transmissions occur concurrently in different frequency bands, and on 5G’s baseline numerology (μ = 0 in 3GPP TS 38.211), which yields one transmission time interval (TTI) per subframe (SF), and a SF has a duration of 1 ms. Fig. 2 illustrates the basic operation of a typical 4G/5G DU processor. Every TTI n, a worker initiates a DU job comprised of a pipeline of tasks (hereafter referred to as DU tasks).


    (1) Process data

    (2) Control channels carried by UL SF n

    (3) Schedule UL/DL radio grants to be transported by DL SF n + M

    (4) Process data

    (5) Control channels for DL SF n + M


    
      [image: 230106_02.jpg]

      
        Fig. 2 Every TTI (=1 ms), a worker must execute a DU job, comprised of a pipeline of interdependent DU tasks to process UL SF n and DL SF n + M, within M-1 ms.
      

    


    A worker executes a DU job in a thread, using computing resources allocated by a task scheduler; and multiple workers perform DU jobs in parallel to handle one DL SF and one UL SF every TTI, as shown in Fig. 2. 3GPP establishes a 4-ms one-way latency budget between UEs and CUs for eMBB traffic1). Consequently, there is a hard constraint on M that imposes a computing time budget of roughly M-1 ms to process each DU job (usually, M = 4).


    Indeed, completing a DU job every TTI is vital to preserve synchronization between the BS and its users and thus attain reliability. However, this is challenged by some compute-intensive operations within DU tasks such as forward error correction (FEC). These operations require substantial processing time and the solutions applied today on the market, namely, dedicated hardware acceleration, diminish the very reasons that make virtualization appealing for the RAN in the first place: flexibility and cost-efficiency.


  


  
    2. Nuberu design


    We propose Nuberu, a novel pipeline architecture for 4G/5G DUs that is suitable for shared computing platforms. Our design follows one objective: to build a minimum viable subframe (MVSF) with critical signals for synchronization and control every TTI first to provide reliability first during moments of computing capacity shortage and, provided this, maximize network throughput.


    To this end, we set up a deadline within every DU job to begin building an MVSF even if data processing tasks are unfinished. This deadline, depicted in black in Fig. 3, is set such that there is enough time to process an MVSF before the final job completion deadline (in dark gray in the figure). This is viable because, different from data processing tasks, the tasks involved in building an MVSF require little and roughly deterministic time. To do this efficiently, we need to decouple data processing tasks such that the information required to build an MVSF is ready on time and network throughput is maximized during computing capacity fluctuations. Consequently, we apply the following techniques.


    
      [image: 230106_03.jpg]

      
        Fig. 3 To provide reliability, Nuberu decouples UL/DL data processing tasks from the rest of the pipeline by integrating a 2-stage radio scheduler, a novel E-HARQ mechanism, and a congestion controller.
      

    


    (1) To process DL data channel tasks


    
     	We adopt a two-stage DL radio scheduling approach


     
     - We issue temporary DL grants as early as possible in the DU pipeline, as shown in Fig. 3. Dedicated workers process (encode, modulate, etc.) these grants in separated threads and store the resulting data in a buffer.


     - Upon the MVSF deadline, final DL data grants are computed based on those already processed successfully that are available in the buffer by that time. Grants generated in a job n that are not processed on time are hence delayed for a later job.

     


    	To mitigate the number of delayed DL data grants, the amount of DL data granted by the temporary scheduler is regulated by a congestion controller that adapts the flow of DL data grants to the availability of computing resources. To this end, Nuberu’s radio schedulers use a DL congestion window ([image: 230106_04.jpg]) that regulate the flow of DL grants. We adopt an additive-increase / multiplicative-decrease (AIMD) algorithm where [image: 230106_04.jpg] increases by α PRBs every DU job [image: 230106_05.jpg] as long as congestion is not detected or the maximum PRB capacity is reached, and multiplicatively decreases by β≤1 [image: 230106_07.jpg] if congestion is detected. Nuberu infers congestion if the buffer of encoded TBs contains λ > 0 times the vDU’s PRB capacity or more.

    


    (2) To process UL data channel tasks


    
     	Dedicated workers process (demodulate, decode, etc.) UL data carried by each UL SF in separated threads.


     	Upon the MVSF deadline, an early HARQ (E-HARQ) mechanism infers the decodability of UL data based on feedback from the workers, as shown in Fig. 3. This enables us to estimate the radio information that is required to build an MVSF even if UL data processing tasks have not finished on time. The key idea behind our E-HARQ approach rests upon the concept of extrinsic information, which spawns organically by belief propagation algorithms used by both turbo and LDPC codes. We refer the reader to the literature2) for detailed information about these coding techniques. In a nutshell, belief information is encoded into log-likelihood ratios (LLRs), [image: 230106_08.jpg] where “input” refers to all the inputs of each decoding node i in a decoder, and b represents the information symbol (bit). The key to iterative decoding is the sequence of a posteriori LLRs of the information symbols, which is exchanged every iteration k between the decoding nodes of the decoder so each node takes advantage of the information computed by the others. To improve the bit estimations every iteration, the different nodes need to exchange belief information that do not originate from themselves. The original concept of extrinsic information was in fact conceived to identify the information components that depend on redundant information introduced by the incumbent code. Such extrinsic LLRs are used to transform a posteriori LLRs into a priori LLRs used as an input in the next iteration. The evolution of the average magnitude of extrinsic information over decoding iterations is easily distinguishable for decodable data. Hence, by observing the pattern of extrinsic information we build a simple predictor that classifies the input data into three types: UNKNOWN, if the uncertainty is too high; DECODABLE, if the predictor is certain the data will be decoded successfully; and UNDECODABLE, if the predictor is certain the data will not be decoded successfully.


     	To maximize the predictive performance of E-HARQ, which depends on the amount of work done (iterations) before the MVSF deadline, another congestion controller adapts the allocation of UL radio resources to the available computing
capacity. Like its downlink counterpart, we define a congestion window [image: 230106_09.jpg] which bounds the number of UL PRBs that can be allocated to the DU’s users. Again, we adopt a simple AIMD algorithm that increases [image: 230106_09.jpg] additively [image: 230106_10.jpg] when congestionis not inferred, and decreases multiplicatively, [image: 230106_11.jpg] with β < 1, when congestion is inferred. The obvious approach to estimate congestion from UL workload is to signal so every time a UL-Data worker does not finish before the MVSF deadline. However, this method does not fully exploit the predictive capability of our E-HARQ mechanism, which can infer the decodability of a TB well before explicit CRC confirmation. Conversely, our approach infers congestion every time E-HARQ cannot provide a prediction with certainty, i.e., outputs UNKNOWN, which occurs every time a UL-Data worker is unable to run sufficient decoding iterations before its deadline, and hence the uncertainty over the  rediction is too large.

    


  


  
    3. Evaluation


    We next evaluate an experimental prototype of Nuberu.


    We first set up an experiment with two DUs implemented with vanilla srsRAN (M = 4), an open-source implementation of a fully-fledged 3GPP-compliant base station. We associate each DU with one user implemented with srsUE and virtualized over Linux containers sharing 5 Intel Xeon x86 cores @ 1.9GHz.


    In this experiment, one DU (vDU 1) transmits and receives as much data as possible. Conversely, the second DU (vDU 2) transmits and receives traffic following a random process with different parameters, which generate normally-distributed computing workload with the mean (line) and variance (shaded area) shown at the bottom of Fig. 4: the higher the load variance of vDU 2, the larger the fluctuations of the computing capacity available for vDU 1.


    
      [image: 230106_12.jpg]

      
        Fig. 4 Two vDUs competing for computing resources.
      

    


    Fig. 4 (top) depicts vDU 1’s relative network throughput in light gray (“Baseline”) as a function of the workload produced by vDU 2. The figure shows that the performance of vDU 1 quickly deteriorates. The reason is that, because both vDUs share the same CPU pool, vDU 1 occasionally suffers from CPU resource deficit when vDU 2 produces a peak in demand. As a result, vDU 1 workers executing DU jobs violate their deadline to send out the corresponding DL SF, as illustrated at the bottom of Fig. 2, which causes the user to lose synchronization and throughput to drop.


    Conversely, as shown by the dark gray line in Fig. 4, Nuberu can sustain maximum throughput despite severe fluctuations in computing capacity.
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    Abstract


    We present vrAIn, a resource orchestrator for vRANs based on deep reinforcement learning. First, we use an autoencoder to project high-dimensional context data into a latent representation. Then, we use a deep deterministic policy gradient (DDPG) algorithm based on an actor-critic neural network structure and a classifier to map contexts into resource control decisions. Our results show that: (i) vrAIn provides savings in computing capacity of up to 30% over CPU-agnostic methods; (ii) it improves the probability of meeting QoS targets by 25% over static policies; (iii) upon computing capacity under-provisioning, vrAIn improves throughput by 25% over stateof-the-art schemes; and (iv) it performs close to an optimal offline oracle. 
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    1. Introduction


    Radio Access Network virtualization (vRAN) is wellrecognized as a key technology to accommodate the ever — increasing demand for mobile services at an affordable cost for mobile operators. vRAN centralizes softwarized radio access point (RAP)* stacks into computing infrastructure in a cloud location — typically at the edge, where CPU resources may be scarce. Fig. 1 illustrates a set of vRAPs sharing a common pool of CPUs to perform radio processing tasks such as signal modulation and encoding (light gray arrows). This provides several advantages, such as resource pooling (via centralization), simpler update roll-ups (via softwarization) and cheaper management and control (via commoditization).


     
        [image: 230107_01.jpg]
        
         Fig. 1 Overview of vRAN using vrAIn.
        

     


    It is thus not surprising that vRAN has attracted the attention of academia and industry. O-RAN or Rakuten Mobile’s vRAN — led by key operators (such as AT&T, Ver- izon or China Mobile), manufacturers (such as Intel, Cisco or NEC) and research leaders (such as Standford University) — are examples of publicly disseminated initiatives towards fully programmable, virtualized and open RAN solutions based on general-purpose processing platforms and decoupled base band units (BBUs) and remote radio units (RRUs).


    Despite the above, the gains attainable today by vRAN are far from optimal, and this hinders its deployment at scale. In particular, computing resources are inefficiently pooled since most implementations over-dimension computational capacity to cope with peak demands in real-time workloads.


    Dynamic resource allocation in vRAN is an inherently hard problem:



    	The computational behavior of vRAPs depends on many factors, including the radio channel conditions or users’ load demand, that may not be controllable. More specifically, there is a strong dependency with the context (such as data bit-rate load and signal-to- noise-ratio (SNR) patterns), the RAP configuration (e.g., bandwidth, MIMO setting, etc.) and on the infrastructure pooling computing resources.


    	Upon shortage of computing capacity (e.g., with nodes temporarily overloaded due to orchestration decisions) CPU control decisions and radio control decisions (such as scheduling and modulation and coding scheme (MCS) selection) are coupled.





    We present vrAIn, an artificial intelligence-powered (AI) vRAN orchestrator that governs the allocation of computing and radio resources (dark gray arrows in Fig. 1).


    
       * The literature uses different names to refer to different radio stacks, such as base station (BS), eNodeB (eNB), gNodeB (gNB), access point (AP), etc. We will use RAP consistently to generalize the concept. made to the content, wording, positioning, priority, and emphasis of the constituent elements.

    


  


  
    2. vrAIn design


    The vRAN landscape powered by vrAIn (Fig. 1) consists of a feedback control loop where:



    	Contextual information (SNR and data load patterns) is collected and encoded.

    	An orchestrator that maps contexts into computing and radio scheduling policies.

    	A reward signal assesses the decisions taken and fine- tunes the orchestrator accordingly.




    We hence formulate our resource control problem as a contextual bandit (CB) problem, a sequential decision-making problem where, at every time stage n∈N, an agent observes a context or feature vector drawn from an arbitrary feature space x(n), chooses an action a(n) and receives a reward signal r(x(n), a(n)) as feedback.


    

    Context Space: At each stage, T context samples are collected. Each sample consists of the buffer size, the mean SNR, and the variance SNR, measured for all users across all vRAPs.


    Action Space: Our action space comprises all pairs of CPU and radio scheduling policies. [image: 230107_02.jpg] and [image: 230107_03.jpg] denote, respectively, the maximum computing time share (CPU scheduling policy) and the maximum MCS (radio scheduling policy) allowed to vRAP i in stage n. We also let [image: 230107_04.jpg] denote the amount of CPU resource left unallocated (to save costs). Thus, a resource allocation action on vRAP i consists of a pair ai:={ci,mi} and a system action [image: 230107_05.jpg].


    Reward: The objective in the design of vrAIn is twofold:



    	When the CPU capacity is sufficient, the goal is to minimize the operation cost (in terms of CPU usage) as long as vRAPs meet the desired performance.

    	When there is a deficit of computing capacity to meet such performance target, the aim is to avoid decoding errors that lead to resource wastage, thereby maximizing throughput and minimizing delay.







    


    To meet this objective, we design the reward function as follows. Let qi,xi,ai be the (random) variable capturing the aggregate buffer occupancy across all users of vRAP i given context xi and action ai at any given slot. As a quality-of-service (QoS) criterion, we set a target buffer size Qi for each vRAP. Note that this criterion is closely related to the latency experienced by end-users (low buffer occupancy yields small latency) and throughput (a high throughput keeps buffer occupancy low). Thus, by setting Qi, an operator can choose the desired QoS, which can be used to, e.g., provide differentiation across network slices. We let [image: 230107_06.jpg] be the probability that qi,xi,ai is below the target per vRAP i and define reward as:


     
        [image: 230107_07.jpg]
     


    where εi is the decoding error probability of vRAP i (which can be measured locally), and M and λ are parameters that determine the weight of decoding errors and the trade-off between resource usage and performance, respectively. We set M to a large value to avoid decoding errors due to low allocations and λ to a small value to meet QoS requirements (while minimizing the use of compute resources).


    To solve our CB problem, we design the system depicted in Fig. 2. First, we encode each context x(n) into a latent representation using Sparse Autoencoders (SAE), which yield a lower-dimensional vector y(n). Then, we decouple both action policies into two orchestrators: CPU orchestrator and Radio orchestrator. We build the radio orchestrator as a simple classifier v that, given an encoded context y(n), provides the maximum MCS that can be processed reliably given computing resource policy c(n). Conversely, we design our CPU orchestrator with a deep deterministic policy gradient (DDPG) algorithm using a model-free actor-critic neural network structure as shown in the figure.


     
        [image: 230107_08.jpg]
        
         Fig. 2 vrAIn Resource Orchestrator.
        

     


  


  
    3. Evaluation


    To assess the performance attained by vrAIn in a real-world scenario, we simulate vrAIn over a production RAN deployment in a European city, with 197 access points distributed as shown in Fig. 3 (a). As we can observe from the figure, there is a higher density of RAPs in the center (a big city) and the RAN is sparser by the outskirts (covering mostly highways and small commuter suburbs). In order to leverage our training data, and without loss in generality, we assume all RAPs are SISO 10-MHz LTE vRAPs with the same behavior as our LTE vRAPs analyzed in Section 1.


     
        [image: 230107_09.jpg]
        
         Fig. 3 (a) Deployment of an operational RAN in Romania. Gray and black dots represent, respectively, radio sites and backhaul aggregation nodes. (b) Traffic load pattern over a period of 24h of a regular weekday.
        

     


    Our custom-built simulator follows the 3GPP guidelines for LTE performance evaluation and its parameters are detailed in Table. The Signal-to-interference-plus-noise-ratio (SINR) perceived by the UEs is obtained by aggregating the interference of all active RAPs. For a given SINR, we compute the CQI of this UE, and then the maximum allowed MCS associated with this CQI according to 3GPP specification. Further, we implement a random mobility model for the UEs, ensuring a minimum distance between UE and RAP of 35 m, as recommended by 3GPP. Finally, due to the difficulty to capture the computing behavior of our vRAPs in a tractable model for simulation, we have implemented a deep neural network (DNN), trained using our dataset, to determine when decoding errors occur due to lack of computing resources.


    
     
       Table Simulation parameters.
     

    [image: 230107_10.jpg]
    


    We simulate one regular week using synthetic traffic patterns, which emulate the behavior of real RANs at scale. To simplify the analysis, in the following we focus on a 24-hour period during weekdays — with the traffic profile (relative to the capacity of the system) shown in Fig 3 (b). We further assume that the aggregate computing capacity of the whole vRAN is dimensioned to the minimum amount of CPU resources required such that no violations of the encoding deadlines due to CPU deficit occur during the load peak of the day when not using vrAIn, which we refer to as “100% provisioning”. We also study the behavior of vrAIn when the system is under-provisioned to 70% and 85% of that computing capacity, which enables capital cost savings.


    3.1 Provisioning computing capacity for the peak


    Let us first focus on the evolution of throughput performance, buffer states and cost savings when the computing capacity is provisioned to accommodate the peak load (right-most plots in Fig. 4 and Fig. 5 labeled as “100% provisioning”). From Fig. 4 we observe that vrAIn achieves roughly the same throughput performance and slightly higher buffer sizes (up to 5%) than “Legacy”. This is explained because vrAIn trades off this slightly higher delay for substantial OPEX savings. This is shown in Fig. 5 (right-most plot, labeled as “100% provisioning”), where vrAIn achieves between 10% and 20% of OPEX savings. Note however that this difference in delay vanishes when vrAIn is configured to favor performance over OPEX savings (results omitted here for the sake of space).


     
        [image: 230107_11.jpg]
        
         Fig. 4 Performance evolution over time for a computing capacity dimensioned for the peak load (“100% provisioning”) and for 70% and 85% of that computing capacity (“70% provisioning” and “85% provisioning”, respectively).
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         Fig. 5 vrAIn’s savings relative to a static computing-agnostic approach provisioned with sufficient CPU resources for the peak demand.
        

     


    3.2 Under-provisioning of computing capacity


    We now analyze the case where we impose under-provisioning to obtain aggressive CAPEX gains by reducing the availability of computing capacity to 85% and 70% relative to the dimensioning strategy discussed before, and labeled as “85% provisioning” and “70% provisioning”, respectively, in Fig. 4 and Fig. 5. The evolution of throughput and buffer states in Fig. 4 for these two scenarios (left-most and middle plot, respectively) make it evident how vrAIn enables aggressive CAPEX savings while retaining high performance gains when compared to legacy computing-agnostic approaches. Specifically, vrAIn provides up to and throughput gains over our legacy scheme when, respectively, the computing capacity is under-provisioned to 85% and 70% of the peak load, in average, and during the time of peak demand (between 18:00 and 00:00). The reason lies on the fact that vrAIn’s ability to optimize jointly radio and computing scheduling policies allows vrAIn to better accommodate the demand along the time domain, trading off delay for near-zero violations of the encoding deadlines due to a deficit of computing capacity. In contrast, legacy’s agnostic behavior with respect to the availability of computing capacity yields substantial throughput loss due to a high rate of violations of the encoding deadlines during instantaneous peak demands. This produces a cascade effect causing large amounts of time wasted in re-transmissions and rendering even larger perceived latency: up to and higher buffer occupancy over vrAIn for 85% and 70% of computing provisioning, respectively, in average, and in the same period of peak demand.


     A final remark is that vrAIn adapts, i.e., maximizes performance, to constrained computing environments. This can be observed by comparing the performance indicators of both “70% provisioning” and “85% provisioning” to those shown for “100% provisioning”. In particular, vrAIn has no loss in throughput performance for “85% provisioning” and only up to 10% throughput loss for “70% provisioning”, in average, and during the sameperiod of peak demand discussed earlier. This contrasts with the substantial throughput loss attained by our legacy approach: up to 65% and 80% of throughput loss in those same conditions. In terms of latency, vrAIn only suffers from 1% increased in mean buffer occupancy in the case of “85% provisioning” relative to the buffer occupancy for “100% provisioning” (in contrast to the 282% increase of the legacy approach), and 73% increased in mean buffer occupancy with 75% under-provisioning (in contrast to the 337% increase of the legacy approach).
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    Abstract


    NEC has one hundred and twenty-three years experiences and is maintaining the leading position in the networks and telecom radio technologies area. Now, NEC is one of the global frontier of O-RAN based mobile infrastructure equipment and network vendor. This paper introduces the NEC’s energy saving technologies development activities through the end to end O-RAN system which provide the operational benefits for the mobile operators and society by minimizing the energy consumption and carbon emission simultaneously responding to the explosive traffic demand growth with guarantee the user experienced QoS. In addition with a typical system configuration for the coverage assuming Japan island metro area, the estimated annual consumption reduction and OPEX cut and the carbon emission reduction using the proposed technologies have been shown as an example.
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    1. Introduction


    In responding to rapidly increasing mobile traffic, several innovative technologies have been developed and have been commercialized in the 5th generation mobile access (5G) network. The mobile access technologies have been enabling the remoteness of several kinds of human senses such as voice, vision and now kinematics and prediction. But we have to note the convenience are based on the energy hungry technologies.


    Recently, the 3rd generation partnership project (3GPP) Radio Access Network (RAN) approved its work package for Release 18 which will mark the start of 5G Advanced. It will study and identify possible techniques to improve network energy efficiency, which may include dynamically and/or semi-statically of network energy saving in time, frequency, spatial and power domain1). Now NEC is a major contributor to their studies.


    The massive multiple input and multiple output (Massive MIMO) technology is developed and is introduced in 5G for the further capacity enhancement by the spatial division multiple access additionally to the historic multiple access of time-division (TDD) , code-division and orthogonal frequency division. We can note the Massive MIMO has also ability to save the energy by serving the radio wave to where and when they are necessity thanks to beam-forming technologies, associate with Radio Intelligent Controller (RIC).


    Because of the responsibility to maintain the earth’s environment and pass it over to future generations as a positive inheritances, NEC is continuing the research and development of the energy saving technologies simultaneously with the performance enhancement technologies. Fig. 1 shows the typical block diagram of a 5G system consist of RAN Intelligent Controller (RIC), Core Network (CN) and Operation Support System (OSS), Central Unit (CU), Distributed Unit (DU) and Radio Unit (RU) which are discussed in this paper.


     
        [image: 230108_01.jpg]
        
         Fig. 1 5G System Block Diagram.
        

     


  


  
    2. Energy Efficient Technologies


    2.1 Radio Units, RF Devices and Technologies


    The RU, especially the RF Power Amplifiers (PA) are the major source of the base station’s energy consumption.


    Today, the GaN HEMT became the major stream of PA devices technologies successions of the Si based lateral diffusion MOS FET (LDMOS) which were popular in previous generation mobile access systems. The GaN HEMT potentially exhibit high power efficiency because of their high Baliga FOM, but they also have several kinds instability issued mostly coming from the unexpected charge traps, and they impacts the signal quality in especially TDD transient operation. NEC has the research activities and academic reviewed analysis of their impacts to the radio performances and countermeasure2)3), and their application to the high efficiency Doherty Amplifiers4).


    Doherty is one of enhancement from traditional class-B amplifier using the load modulation technique basically consists of main amplifiers for average signal and auxiliary amplifiers for peak signal for the higher peak to average power ratio (PAPR) modulated signal. The Class-B amplifier consumption current is proportional to the square root of output power. This means PA still consume the surplus current at larger back-off and/or no signal conditions. Micro sleep technology cuts the quiescent current which consumes a certain amount of PA when there is no traffic.


    The details sleep management are described in the following subsections.


    2.2 QoS-Aware Sleep Mode Controlling


    The RU sleep mode must be performed in a way which ensures user experience taking into account the impact on QoS under the condition that the traffic load in a cell varies spatially and temporally. NEC’s solution provides the maximum power saving effect while guaranteeing the user experienced QoS. RIC dynamically controls the three sleep modes optimal for each cell while taking into
account the fluctuation of the traffic load of each cell and QoS. Fig. 2 shows the three sleep mode features in RU. Micro (Symbol/Slot) sleep feature turns off the PA to shut the quiescent current down at symbol/slot-duration basis during a period when there is no control signal nor user data to transmit. Micro sleep is one effective means of cutting the surplus consumption.


     
        [image: 230108_02.jpg]
        
         Fig.2 Sleep Control Features in RU.
        

     


    Micro (Symbol/Slot) sleep feature turns off the PA to shut the quiescent current down at symbol/slot-duration basis during a period when there is no control signal nor user data to transmit. Micro sleep is one effective means of cutting the surplus consumption.


    MIMO sleep feature turns off a sub-set of transmitters in the RU that uses several RF channels to support MIMO or Massive MIMO. By adjusting the number of transmitters to turn off, this feature can strike a good balance between the RU energy consumption and the coverage and capacity in a cell to maintain QoS.


    Cell sleep feature turns off PA and digital circuits in RU during low-traffic hours, such as at midnight. Typically, this feature is applied to a capacity cell overlaid on coverage cells. It offloads the traffic in the capacity cell to the neighboring coverage cells before activating the cell sleep in order to maintain QoS.


    2.3 Virtualized RAN and Intelligent Controller


    AI technologies enables network operators to automate fine-grained optimization of energy saving. RIC offers the features that enable a base station to integrate AI technologies with the radio control. RIC provides AI-based control capabilities for RAN nodes through Non-RT RIC and Near-RT RIC, as depicted in Fig. 3. For example, Non-RT RIC collects the past traffic data from CU/DU via the O1 interface in the long-term control loop (1 second~). An rApp running on Non-RT RIC predicts the traffic load and determines the optimum sleep mode using AI. The control instruction is sent to CU/DU via the O1 interface, then transferred to RU. Reinforcement learning will model the relationship between the radio control settings of a base station and achievable KPIs in a cell. With this model, the optimization feature can automate the determination of the optimum radio control settings to meet the KPI requirements such as the acceptable upper limit of energy consumption.
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         Fig.3 AI based RIC Energy Saving Optimization.
        

     


    Cooperating with Near-RT RIC via the E2 interface, the base station can apply the optimum sleep mode in the short-term control loop (10 msec ~ 1 sec). It enables the quick recovery from the QoS degradations due to the sleep control. For example, xApp running on Near-RT RIC collects QoS-related KPI data from CU/DU. Receiving the QoS requirements from Non-RT RIC via the A1 interface, the xApp detects QoS degradations and takes care of them by switching to another sleep mode when necessary. RIC enables the base station to automatically apply more energy-efficient sleep for a longer period. Near-RT RIC short-term loop with AI can minimize the risk of serious QoS degradations due to unexpected traffic demands or temporal degradations of radio quality. With this solutions, network operators can continue to enhance the energy efficiency while improving the AI algorithms of rApp/xApp based on the operation experienced data.


    2.4 Core Network


    NEC is promoting energy saving efforts not only RAN network functions but also 5G Core (5GC) network functions in Core Network. NEC’s 5GC network functions are virtualization and cloud-native software designed to work in both on-premises and public cloud environments, and are implemented with multicore architectures in mind. By virtualizing network functions, Hardware resources (CPU, Memory, etc.) can be effectively used by separating Hardware and Software, and further performance improvement and low power consumption can be expected by utilizing the latest Hardware.


    2.5 System level Optimization


    NEC is proceeding with research and development to optimize the entire telecommunications network system.


    We are providing an Orchestrator for End-to-End and each RAN/TN/CN domain, which provides functions of automate and optimize network operations. They will cut the operators labor cost and optimize energy consumption.


    For virtualized network systems, we will continue to develop software products optimized for the latest CPU architecture while evaluating server power performance (data transfer performance per power) by following up on the next generation CPU processors from Intel, ARM, and AMD. In particular, for U-Plane applications such as UPF, CU-UP, and DU, in order to achieve both high performance and low power consumption, we will promote the commercialization not only by us, but also by the ecosystem as a whole by creating jointly with leading device (including hardware accelerator like FPGA and SmartNIC) vendors5)6), COTS server vendors, virtualized platform vendors, hyperscaler cloud service providers, etc.


  


  
    3. Operational Benefits


    In summarizing the energy saving efforts of the RU sleeps and the server level power optimization described in section 2, there can be calculated the energy saving of 6.8 MW/hour in case of covering 110,000 km2 land area by 36,000 units of sub6 GHz 64T64R Massive MIMO RU with their EIRP of 70 dBm and the cell radius of 1 km. The area corresponds to the urban of Japan. And assumed traffic conditions, sleep depths and durations are shown in Table, which are roughly determined considering the actual traffic data7).


    
     
      Table Assumed Traffic, Sleep Depths and Durations.
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    Additionally in assuming the power rate of 0.2 $/kW・hour, its annual OPEX saving is roughly 12 $M/year.


    By using the typical carbon emission coefficient of 0.000453 t CO2/kW・hour7), the annual carbon emission reduction for above scenario is 27000 t CO2/year.


  


  
    4. Conclusion


    NEC continues the research and development of energy saving technologies to maintain the earth’s environment green and intends to pass it over to future generations as a positive inheritances.


    There are the RF technologies development to enhance the network capacity using higher frequencies8) and the novel distributed MIMO technologies9)10), and further exploring the end-to-end intelligent control technologies of 5G systems. Especially in use of AI services, NEC’s online reinforcement learning technologies under research will enable the 5G systems to apply the configuration policies to achieve the optimal balance between the power consumption and the service performance automatically11)12).
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    Abstract


    Millimeter-wave (mmW) communication is expected to provide high-speed data services in 5G (fifth-generation mobile communication system). Phased array antennas are essential for overcoming large path loss and less diffraction, and for utilizing mmW effectively. A low-cost and compact mmW phased array module integrating antennas and beamformer integration circuits (BFICs) is a key device for widespread use of mmW in 5G. This paper describes mmW phased-array transceiver implementation techniques including BFIC and antenna module. The BFIC employs area-efficient neutralized bi-directional technique which shares the circuit chain between TX and RX modes. Using the developed 28GHz BF ICs with 65-nm CMOS technology, the two types of phased array antenna modules, i.e., antenna on board (AoB) and antenna in package (AiP), are developed. A 64-element dual-polarized 28 GHz phased array AoB achieves a peak EIRP of 52.2 dBm and EVM of 3.2% at 64QAM for 5G NR. A 4-element phased array AiP with wafer level package (WLP) has an extremely low profile and high scalability applicable to various types of 5G devices.
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    1. Introduction


    The 5th generation mobile communication system (5G) aspires to achieve high speed communication at or above 10 Gbit/s, which is 10 times or even faster than the previous generation technology, in order to support the spread of 4K/8K high-definition video transmission and new services, such as VR/AR. To realize it, 5G makes use of the mmW band (30 to 300 GHz) that provides a greater signal bandwidth. However, mmW have characteristics that make them difficult to use for mobile communications. For example, they not only attenuate significantly but also have less diffraction, which make them less likely to go around corners to reach areas shadowed by buildings. Beamforming is an effective technology for in compensating for such characteristics. It is a technology to form a concentrated beam toward a certain direction by controlling the spread of radio waves into the space. By concentrating the power toward the direction of the terminal device with which a communication link should be established, the communication range can be extended. It is also possible to apply this technology to spatially multiplex wireless signal transmission to improve frequency utilization efficiency and increase communication capacity. The phased-array technology is used as a means to introduce beamforming to mmW band wireless communication1).


    This paper describes the basic configuration of mmW phased array antennas and their implementation techniques including beamforming integrated circuits (ICs) and module.


  


  
    2. Phased-array Transceiver Architecture


    When using mmW for wireless communication, the primary task is to ensure a sufficiently large communication range. The higher the carrier frequency, the greater the free space path loss (FSPL). Therefore, in the mmW band, a sufficient link margin cannot be established if, like in the microwave band, nondirectional antennas are used for communication. This produces the need to extend the communication range by beamforming, enabled by the above-mentioned phased-array technology.


    The transceiver used a phased-array antenna to realize wireless communication with beamforming. Although phased arrays can be either active or passive, amplifier equipped active phased-array antennas (APAAs) are widely used in 5G base stations and in 5G terminal devices. Active ones are of either analog type or digital type2). The analog type is normally chosen because, as the mmW band signal processing requires the handling of signal in a bandwidth as wide as several hundreds of MHz, the choice of digital type will result in large power consumption by the A-D and D-A converters, as well as the need for enormous computation in digital signal processing.


    Fig. 1 shows an example of analog type phased-array
transceiver. Each antenna element has its own beamforming IC (BFIC) for the control of phase and amplitude. Components like the power amplifier and the low nose amplifier are built into the beamformer. A BFIC for mmW band communication for 5G integrates beamformers for 4 to 32 antenna elements depending on the purpose. While Fig. 1 assumes the use of RF phase shift method, there are reports of choosing LO or IF shift method instead, and the boundary with the modulation-demodulation circuit varies depending on the choice3)4). As to the question of to what extent a phased-array transceiver should include functions of the PHY and MAC layer, the situation varies from case to case among terminal device applications and base station applications, resulting in a wide variety of implementation styles. Each antenna element is connected to a beamformer to enable control of the beam pattern.
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         Fig. 1 Phased-array transceiver configuration.
        

     


  


  
    3. BFIC and Module Design


    In the developed BFIC, the occupied on-chip area for each beamformer is reduced to half by the bi-directional technique4). Each beamformer in this work consists of a bi-directional gain amplifier, a bi-directional active vector-summing phase shifter, and a power amplifier (PA)–low noise amplifier (LNA) as shown in Fig. 2. A schematic
diagram of the bi-directional gain amplifier is shown in Fig. 3. The neutralized bi-directional core contains two differential pairs in the cross-coupling connection. The mode selection of the core is realized by switching the tail transistors M3 and M6. Fig. 3 (a) and (b) further explain the TX- and RX-mode operation of the core. By selecting the same transistor size among M1, M2, M4, and M5, the gate-drain capacitance neutralization could be maintained in both operating modes. Improved amplifier gain and reverse isolation are achieved. In addition, the transmission line (TL)-based passive matching components for the gain amplifier are shared between the TX mode and the RX mode in order to minimize the required chip area. At mmW frequencies, the required matching conditions for the proposed core will not change dramatically during the mode switching. Therefore, same TLs realize low-loss matching in both the TX mode and the RX mode. As a result, a high-performance and area-efficient bidirectional amplifier could be realized.
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         Fig. 2 Block diagram of BFIC.
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         Fig. 3 Circuit diagram of bi-directional amplifier.
        

     


    In an APAA, a number of antenna elements arranged at the pitch of about one-half of the wavelength must be fed signals from a BFIC. Since, in the mmW band, the short wavelength increases losses produced by wiring, BFICs and antenna elements must be placed close to one another as attempts are made to realize a compact, highly integrated module. An APAA module for use at wireless base stations normally has from ten and several to several tens of BFIC to control from 64 to 512 antenna elements. As shown in Fig. 4, the implementation style is largely classified into an antenna on board (AoB) and an antenna in package (AiP).
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         Fig. 4 Implementation styles of front-end modules.
        

     


    In the case of AoB, antenna elements are mounted on one side of the printed circuit board (PCB) and BFICs on the other side. As the primary advantage, the cost is low because a general-purpose PCB is used. In addition, it is easy to connect a heat sink immediately to the back of the BFIC chips, which are heat generators. This is also a great advantage for wireless base station applications that are prone to the problem of large heat output.


    In the case of AiP, antennas are formed within a semiconductor IC package before it is placed on the PCB. AiP has the advantage of fined design rules and high manufacturing accuracy because advanced packaging technology is used. AiP is mostly chosen for the implementation of a relatively small array with 4 to 32 antenna elements. When it is applied to implement a larger array for use at base stations, a tile-like arrangement must be chosen as in the case of the example shown in Fig. 4 (b). High scalability and ease of testing are found to be advantages.


    Whether AiP or AoB should be selected depending on the form of phased array equipment in which it is mounted.


  


  
    4. Implementation and Measurements


    A micrograph and a block diagram of the 28-GHz beamformer IC are shown in Fig. 5. Mature 65-nm CMOS technology was utilized, and the chip size was 4 mm × 4 mm. The IC includes 4-channel H-pol. And 4-channel V-pol. transceivers to support dual-polarized MIMO. The element transceiver implements the bi-directional architecture of a frontend amplifier, a variable gain amplifier, and a phase sifter for a compact chip size. The AoB and AiP type phased array antenna modules have been developed using the 28 GHz BFICs as follows.
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         Fig. 5 28 GHz band 8-element BFIC.
        

     


    Fig. 6 shows the AoB type phased-array module. Antenna elements form an array at the pitch of 6 mm, which corresponds to 0.56λ, where λ is the free space wavelength for 28 GHz, and the area size of the 16×4 two-dimensional array antenna module is about 3 cm×10 cm. For reducing losses, the wiring between antenna elements and BFICs are designed to be the shortest because a set of four antenna elements is made to connect with one BFIC (as in Fig. 2). The BFICs used for the AoB are fabricated with Fan-in wafer level package (WLP) technology to minimize the implementation size and loss. In over-the-air measurement, a 64-element dual-polarized phased-array module achieves 52.2-dBm saturated effective isotropic radiated power (EIRP). The measured DP-MIMO EVMs are 3.4% with standard-compliant DP-MIMO signals in 256-QAM. The specifics of these BFIC and AoB were reported in Reference 4).
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         Fig. 6 AoB type APAA module.
        

     


    The AiP has 2×2 dual-polarized phased array antennas using chip-last fan-out WLP technology. The size of the AiP is 13 mm × 13 mm × 0.47 mm. 2×2 square patch antennas are formed on the top layer of the RDL. The antenna pitch is 7 mm (0.65λ) (Fig. 7). The four AiPs were mounted on a PCB to form a 8×2 phased array antenna module as shown in Fig. 8. Here, the AiP is designed to be scalable so that the antenna spacing between the adjacent AiPs is kept at 0.65λ.
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         Fig. 7 2×2 phased array AiP.
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         Fig. 8 8×2 AiP type APAA module.
        

     


    The OTA measurements were conducted for the fabricated AiP and the phased array module. The AiP was tested in TX mode in a far-field using a vector network analyzer (VNA) and a standard gain horn antenna as a receiver at a distance of 1 m. The beamformer ICs were controlled with FPGA via serial peripheral interface (SPI).


    The overall V-pol. EIRP increases along an ideal slope of 6 dB/octave as the number of activated antenna elements increases as shown in Fig. 9, verifying the scalability of the developed AiP. When the 16 antenna elements, i.e., four AiPs, are activated, the peak EIRP reaches 40.5 dBm per polarization.


     
        [image: 230109_09.jpg]
        
         Fig. 9 Measured EIRP of developed 8×2 phased array module.
        

     


    Fig. 10 shows the beam patterns of 8×2 antennas with scan resolution of 1-degree. The 3 dB beamwidth is +/- 40° as well as that of the single antenna. The side lobes are lower than -13 dB. Fig. 11 compares the measured and ideal beam pattern at direction angles of 0° and 10°, respectively. The cross-pol. isolations achieve over 25 dB. It’s due to the antenna configuration and the manufacturing precision of AiPs.
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         Fig. 10 Measured azimuth beam patterns of the 8×2 phased array module.
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         Fig. 11 Azimuth beam patterns and cross-polarization isolation of the 8×2 phased array module at a beam angle of 0° and 10°.
        

     


  


  
    5. Conclusion


    This paper described mmW phased-array transceivers used in 5G focusing mainly on IC/module implementation techniques. In the BFIC, area-efficient neutralized bi-directional techniques were used for sharing the circuit chain between TX and RX modes. The two types of antenna modules, AoB and AiP, were developed using the BFICs. We demonstrated a dual-polarized 28-GHz 64-element phased array AoB and a 4-element scalable AiP. These BFIC and phased array module are key technologies for low-cost and compact mmW radio unis in 5G and beyond.
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    Abstract


    We propose a radio-over-fiber (RoF) system with 1-bit outphasing modulation. The proposed RoF system does not require a power-hungry digital-to-analog converter in distributed antenna units and relaxes the operation speed of optical transceivers to reduce device cost. In the system, wide-band transmission with a signal bandwidth of 1 GHz was experimentally verified complying with the 3GPP standard for the adjacent channel leakage ratio (ACLR). Finally, the proposed RoF system has been shown to have a higher bandwidth efficiency compared with other systems. Therefore, the proposed RoF system provides a cost-effective in-building wireless solution for 5G and 6G mobile network systems.
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    1. Introduction


    High-speed wireless communication using millimeter-wave technology has been used for 5G (fifth-generation mobile communication system) and is expected as a key technology in Beyond 5G/6G. When constructing an in-building wireless system with millimeter waves, it is necessary to consider its large propagation loss and high straightness. These make it difficult to propagate from base stations installed outdoors to indoor terminals. Since more than 80% of mobile communication traffic occurs in buildings1), it is essential to improve the quality of service (QoS) in such environments with many obstacles. While high-density deployment of millimeter-wave distributed antenna units (DAs) in these areas is effective in improving QoS, miniaturization, low power consumption, and cost reduction of DAs are necessary for practical use. A radio-over-fiber (RoF) system shown in Fig. 1 is a promising solution since it can provide the flexibility to install small and low-power DAs in indoor environments.


    
      [image: 230110_01.jpg]
      
        Fig. 1 Radio-over-fiber system for indoor wireless communication.
      

    


    Current RoF systems are classified as digital RoF (DRoF), analog RoF (ARoF), and delta-sigma (ΔΣ) RoF, as shown in Fig. 2(a),(b), and (c),respectively. DRoF systems have been commercialized and widely used for indoor mobile network systems. Their DAs often require large power consumption and incur high cost because they are equipped with a high-performance digital-to-analog convertor (DAC) for wideband signal. ARoF DAs have the advantage of low power and small footprint because they do not require a DAC with large power consumption. ARoF systems require specific high-linear electrical-to-optical (E/O) and optical-electrical (O/E) convertors to avoid signal degradation due to distortion, leading to high cost. In contrast, ΔΣ RoF systems enable the implementation of low-cost RoF systems with small DAs since they do not require high-linear E/O and O/E devices or a power-hungry DAC in the DAs2)3). However, for wideband communication using millimeter waves, the sampling rate of the ΔΣ modulator needs to be increased, meaning a higher device speed is required for the optical transceiver, which drives up costs.
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        Fig. 2 Block diagram of RoF systems.
      

    


    We propose a RoF system with 1-bit outphasing modulation, as shown in Fig. 2(d), to enable the use of lowcost optical devices.


  


  
    2. Operation Principle of 1-bit Outphasing Modulation


    Outphasing is a technique for transforming the original signal vector Sorg(t) with amplitude and phase modulations into a pair of outphasing signal vectors S1(t) and S2(t) with only phase modulation, as shown in Fig. 34). The amplitude A(t) and phase θ(t) are generated from the I/Q signal by polar coordinate conversion, as shown in the following equation,
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      The S1(t) and S2(t) are generated in accordance with Eqs. (2a) and (2b), respectively,
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      where, fc and Amax indicates carrier frequency and the maximum value in A(t), respectively. The principle of outphasing indicates that Sorg(t) is reconstructed by combining S1(t) and S2(t), as expressed with the following equation:
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        Fig. 3 Principle of outphasing with vector separation.
      

    


      In the proposed RoF system, S1(t) and S2(t) are converted into rectangle wave signals S1b(t) and S2b(t) by comparing their amplitude with the value of zero.These are called 1-bit outphasing signals afterward.


    Fig. 4 illustrates the waveforms of Sorg(t), a pair of S1b(t), S2b(t)、and the conventional ΔΣ modulator output
signal SΔΣ(t). The period of Sorg(t) is expressed as 1/fc,  and those of S1b(t) and S2b(t) are also 1/fc. Thus, their pulse width is 1/(2fc), which means the required transition speed required of an optical transceiver is twice the fc. However, the transition speed of SΔΣ(t) equals the sampling rate fs, which is much higher than twice the fc, because this waveform is updated with the clock of fs. The lower transition speed enables the use of low-cost commercially available optical devices for millimeterwave communications5)6). This is an advantage of the proposed RoF system over conventional ΔΣ RoF systems.
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        Fig. 4 Waveforms of (a) Sorg(t), (b) pair of S1b(t) and S2b(t), and (c) conventional SΔΣ(t).
      

    


    Moreover, the proposed system is less affected by timing jitter depending on pulse patterns. The proposed system basically has the uniform pulse pattern in which high and low levels are alternately switched around a time interval of 1/(2fc), while ΔΣ RoF systems have random pulse patterns, as shown in Fig. 4.


  


  
    3. Circuit Configuration


        In section 3, we describe the circuit configuration for the RoF system with 1-bit outphasing modulation. Fig. 5 illustrates a block diagram of the proposed RoF system. In the radio unit (RU), the in-phase and quadrature (I/Q) of a digital baseband signal is given to the outphasing modulator and transformed to a pair of outphasing signals at an intermediate frequency fIF by digital signal processing. The output signals are input to the DACs and transformed into analog signals, S1(t) and S2(t), through anti-alias filters. These are then transformed into S1b(t) and S2b(t) at the comparators. These signals are transferred to a DA through an optical fiber cable. The wavelength division multiplexing (WDM) enables the RU to be connected to a DA through a single fiber. In the DA, S1b(t) and S2b(t) are combined to reconstruct the original signal at fIF. This combined signal is up-converted to a desired high-frequency band, e.g., a millimeter-wave band, then transmitted to the air after amplification and filtering.
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        Fig. 5 Block diagram of proposed RoF system.
      

    


  


  
    4. Experimental Results


    Fig. 6 shows the experimental setup to demonstrate the proposed RoF system. We used two types of 5G NR signals with 64QAM modulation at fBW of 100 MHz and 400 MHz, respectively. A pair of output signals from the outphasing modulator, S1(t) and S2(t), was generated in an arbitrary waveform generator (AWG). The generated signals were input to a quad small form-factor pluggable plus (QSFP+) module, which has maximum transmission rate of 10 Gbps per channels and 1,310 nm wavelength. The input signals were transformed into S1b(t) and S2b(t) during of E/O conversion. They were then transmitted to the receiver side through a 50 m single mode fiber (SMF) assuming the indoor environment. On the receiver side, the received signals were combined and measured using a spectrum analyzer. For reference, we also measured in case where the signals output from the AWG are directly input to the combiner without fiber transmission.
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        Fig. 6 Experimental setup for evaluating proposed RoF system.
      

    


    Fig. 7 shows the measured spectrum of Ssum(t) at fIF of 2 GHz and fBW of 400 MHz. The measured ACLR was −36 dB, in compliance with the 3GPP standard.
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        Fig. 7 Measured spectrum at fIF of 2 GHz and fBW of 400 MHz.
      

    


    We measured the error vector magnitude (EVM) by a signal analyzer. Fig. 8 shows the results of the EVM measurement versus fIF. The solid lines indicate the EVM with the optical section, and the dotted lines indicate the EVM without the optical section as a reference. The circle plots indicate the EVM at fBW of 100 MHz and the diamond ones are that at fBW of 400 MHz. According to the 3GPP standard, the upper limit of EVM for 64QAM is defined as 8%7), and all cases in this measurement reached this limitation. The EVM was 3% or less for fIF of 1 and 2 GHz, 4.24% for 3GHz fIF and 4.68% for 4 GHz fIF in compliance with 64 QAM 3GPP standard. This means that an appropriate fIF should be chosen according to the system requirement of EVM.
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        Fig. 8 Measured EVM vs. fIF.
      

    


    Fig. 9 shows the measured spectrum of Ssum(t) with 1 GHz bandwidth (10 x 100 MHz) OFDM signal at fIF of 2 GHz for Beyond 5G/6G. The measured SNR was more than 28 dB, and the difference between the mean powers of the desired and adjacent channels is 26 dBc or more. This means the ACLR complied with the 3GPP standard for 37 to 52.6 GHz band.
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        Fig. 9 Measured spectrum at fIF of 2 GHz and fBW of 1 GHz.
      

    


  


  
    5. Discussion


    We discussed the performance of the proposed RoF system in terms of device cost, by comparing it with conventional RoF systems. Table shows the performance comparison of our proposed RoF system and conventional ΔΣ RoF systems. The device speed required for the optical transceiver is twice the fIF in our proposed RoF system while it is equal to the sampling rate in the ΔΣ RoF systems. The bandwidth efficiency is defined as the ratio of fBW to device speed required for each optical transceiver per channel2). Our proposed RoF system has
the highest bandwidth efficiency, complying with the 3GPP standard for ACLR.


    
     
       Table Proposed and conventional RoF systems.
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    6. CONCLUSION


    We proposed a 1-bit outphasing modulation RoF system. Our system has the highest bandwidth efficiency complying with the 3GPP standard. This indicates that our system can be applied to 5G/6G indoor mobile networks at low cost.
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    Abstract


    This paper describes the experimental verifications of a 28 GHz multi-user massive distributed multiple-input multiple-output (MIMO) using comprehensive calibration without an additional transceiver path. A conventional massive collocated-MIMO using millimeter wave has low robustness in non-line of sight environments and restricts the number of simultaneously connected users due to the lack of propagation independent. The newly developed distributed MIMO system consists of the eight distributed active antennas connected to a digital and mixed signal processing unit. The proposed calibration for the distributed MIMO improves the pre-coding accuracy and enhances the number of simultaneously connected users and cell throughput. We demonstrate zero-forcing spatial multiplexing using up-link to down-link channel reciprocity for two, four, and six user equipment in an actual over-the-air office environment. The distributed MIMO shows high robustness in non-line of sight environments and a system throughput of 2.1 Gbps per 100 MHz for the sum of six simultaneous users.
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    1. Introduction


    The beyond 5th and 6th generation mobile access services eager spatial division multiplexing (SDM) technologies by using massive multiple-input multiple-output (MIMO) systems to increase cell throughput and the number of simultaneously connected users. Furthermore, the benefits of using millimeter wave is cell throughput enhancement due to the wide available frequency range. The massive MIMO has two beam forming methods, which are analog and digital beam forming. Although analog beam forming can realize a few analog-to-digital converters (ADCs) and digital-to-analog converters (DACs), it restricts the number of accesses and cell throughput due to without null forming. In contrast, digital beam forming controls amplitude and phase of signals digitally, and enhances cell throughput by using null forming. However, digital beam forming using millimeter wave is constrained by various barriers, such as a limited number of effective multipath due to straightness, shadowing, and loss in propagations.


    A collocated MIMO (C-MIMO) system is one of the implementation technique in massive MIMO, which lines up multiple antenna elements with about half wave length spacing in a system. In contrast, a distributed MIMO (D-MIMO) technique ensures the individual effective multipath to maximize the performance of SDM by geometrically distant multiple number of antennas1)-4).


    This paper describes the design and implementation of a 28 GHz D-MIMO radio unit (RU) and a newly developed comprehensive calibration over the distributed antennas, and demonstrates the up-link (UL) to down-link (DL) channel reciprocity with simultaneous multiple user connections in over the air (OTA) measurements.


  


  
    2. 28 GHz D-MIMO Testbed


    We developed a 28 GHz D-MIMO testbed that consists of a UL and DL mixed signal processing (MSP) unit and eight distributed antenna (DA) units. Fig. 1 shows the block diagram of the AP D-MIMO testbed. Table shows its specifications.


     
        [image: 230111_01.jpg]
        
         Fig. 1 Block diagram of the D-MIMO testbed.
        

     


     
       
        Table Specifications of the D-MIMO testbed.
       

      [image: 230111_02.jpg]
     


    MSP has a field-programmable array of Xilinx ZU29DR integrated with eight ADCs and eight DACs. The DACs directly generate TX intermediate frequency (IF) signals, and the ADCs directly receives RX IF signals. MSP and DAs have newly de-signed sextuple multiplexers, which multiple a TX IF signal, a RX IF signal, a 3.3 GHz local oscillator (LO) signal, a time division duplex control signal, a radio frequency (RF) integrated circuit (IC) control signal, and 24 V direct current power. The frequency of TX and RX IF signals is 1.5 GHz to decrease cable losses. Thus, each DA can be connected to MSP with a 20 m single coaxial cable and is located to an arbitrary place within the cable length.


    DA has an 8-element waveguide array antenna with a half wave length element spacing at 28 GHz as shown in Fig. 2. The eight antenna elements connect to the eight channel bi-directional transceiver IC based on 65 nm CMOS integrating gain and phase shifters5). DA converts between the IF signals and 28.25 GHz RF signals by mixing with a LO signal generated by eight times of the original 3.3 GHz signal. The effective isotropic radiated power (EIRP) of the DA TX signal is 22 dBm.


     
        [image: 230111_03.jpg]
        
         Fig. 2 Photos of DA and eight elements waveguide array antenna.
        

     


    A distributed unit (DU) generates digital baseband signals pre-coded with DL beam weights. The DL and UL signals are modulated with orthogonal frequency division multiplexing (OFDM), whose numerology is based on the specifications of 3GPP TS 36.211 format6)  except for sub-carrier spacing and signal bandwidth.


  


  
    3. Calibration for D-MIMO


    Transceivers in a conventional MIMO such as C-MIMO are calibrated so that the phase and amplitude are absolutely the same between the all transceivers. The calibration is called absolute calibration. For the absolute calibration, the conventional MIMO has a built-in calibration path to observe RF signals7), and performs the absolute calibration in factory and on-site.


    In contrast, the D-MIMO system does not perform the absolute calibration because the calibration path cannot be built in the RU due to the separated DAs. Furthermore, factory calibration is not sufficient enough for the efficient beam forming because the phase and amplitude of D-MIMO signal are varied by the length and forming of the coaxial cable between MSP and DA.


    In this work, we propose a new calibration method that can be applicable to D-MIMO and realizes sufficient DL SDM quality. The calibration measures DL and UL calibration signals with OTA transmission by using an external probe antenna as shown in Fig. 3. Calibration signals are based on Zadoff-Chu sequence and are allocated to different subcarriers for each DA to prevent interferences. The calibration signals are measured several times N at different locations and directions of the
probe antenna to calibrate the all DAs.


     
        [image: 230111_07.jpg]
        
         Fig. 3 Antenna locations for the D-MIMO calibration on the office floor.
        

     


    The DL channel coefficient estimated from the calibration measurements between the k-th probe antenna location and the i-th DA, called DA-i, is expressed as follows,


     


        [image: 230111_04.jpg]
     


    where hk,i is the actual propagation channel from DA-i to the k-th probe antenna, gtx,i is the complex transmitter gain of DA-i , k = 0,1,…, N, and i = 0,1,…,8. Similarly, the UL channel coefficient is expressed as,
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    where grx,i is the complex receiver gain of DA-i. The calibration parameter for DA-i is calculated as follows,
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    The symbol* denotes complex conjugate. (3) means the weighted average of the gain ratio, grx,i / gtx,i , with the propagation attenuation. The weighted average improves accuracy of the calibration because the contribution of largely attenuated calibration signals, which have large noise, is decreased. The calibration parameter is obtained for each frequency of the subcarrier having the calibration signal, and is multiplied by the TX time-frequency domain OFDM signal.


    In this measurement, the probe antenna is allocated to the approximately center of the communication area and is redirected in eight directions,  N = 8, as shown in Fig. 3. Although the external probe antenna is used in this measurement, one of DAs can be used as a probe antenna for self-calibration8).


  


  
    4. Over-the-Air Measurements


    Fig. 4 the DA and user equipment (UE) locations
on an actual office floor. The UEs have the same architecture as the AP D-MIMO system. We evaluate the UL to DL channel reciprocity by changing the number of UEs connected simultaneously and with the same frequency. The number of UEs is two, four, and six, and each UE has single layer transmission.


     
        [image: 230111_08.jpg]
        
         Fig. 4 Measurement layout on the office floor.
        

     


    The solid arrows and the dashed arrows show the antenna directions and locations of DAs and UEs, respectively. The directions of UE-0 from Desk-1 to Desk-15 are right, and the others are left.


    4.1 Measurement Setup and Procedure


    In the measurements, two of the eight DAs are located in each of the four corners in the communication area as shown in Fig. 4. The height of DA is about 1.7 m from the floor.


    Up to six UEs, UE-0 to UE-5, are allocated on the desks, and their heights are about 1.7 m from the floor. The UE-0 to UE-1 and the UE-0 to UE-3 are used for two and four UE multiplexing, respectively. The UE-0 is swept from the Desk-1 to Desk-27 to evaluate the multi-user channel reciprocity over the entire measurement area, and the other UEs are fixed to the locations on the desks shown in Fig. 4.


    Firstly, AP D-MIMO receives UL signals from UEs and obtains channel coefficients. Subsequently, pre-coding weights are calculated by zero-forcing (ZF) method using the UL channels coefficients and are multiplied by the DL signals in DU. The DL signals use quadrature phase shift keying. The EVM for each UE is measured from the DL signal received through OTA transmission. The EVM measurement is repeated each time the UE-0 moves from Desk-1 to Desk-27 shown in Fig. 4.


    4.2 Measurement Results


    Fig. 5 shows the heat maps of DL EVMs with four UEs connected simultaneously. Each cell in the heat map corresponds to the UE-0 location from Desk-1 to Desk-27 and represents the measured EVM for each UE. Although EVM degrades in some locations, EVM is lower than about −20 dB in most locations.


     
        [image: 230111_09.jpg]
        
         Fig. 5 EVM heat maps for four UE connection.
        

     


    In the previous work, a D-MIMO testbed calibrated at the center frequency only has the EVM of −14 dB with two UEs connection and degrades the EVM according to the signal bandwidth1). EVM of this work is better than that of the previous work because the newly developed calibration can corrects the phase and amplitude frequency dependencies of DAs.


    Fig. 6 shows system throughput (STP) as a function of the number of simultaneously connected UEs. STP is the total throughput of all UEs, and is estimated from the measured EVM, assuming the use of 5G New Radio signals with 100 MHz bandwidth9). The circle dark gray and
circle light gray lines in Fig. 6 show STP of the D-MIMO measurements with and without the metal plate shown in Fig. 4, respectively. STP with the plate is slightly higher than that without the plate, which implies that the signal contamination decreases due to the plate.
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         Fig. 6 System throughput estimated from the D-MIMO OTA experiment.
        

     


    To compare D-MIMO and C-MIMO, STP is measured by the D-MIMO testbed lining up the eight DAs at 3 cm intervals as shown by the dark gray arrows in Fig. 4. Although a general C-MIMO has an antenna spacing of about a half wave length at the radio frequency, DAs cannot be arranged with a half wave length of 28 GHz due to the DA width of 3 cm. Thus, the testbed having these DA locations is called quasi C-MIMO. As shown in Fig. 6, STP of quasi C-MIMO with the metal plate is less than that without the plate due to non-line of sight transmission.


    Additionally, we investigate STP for femto-cell base stations. DA is assumed as a femto-cell base station and is connected to a single UE without using SDM in this measurement. UE-0 and UE-1 connect to DA-1 and DA-5, respectively. The black line in Fig. 6 shows STP of femto-cell base stations. STP for two UE connection is almost equivalent to STP for single UE connection due to signal contamination.


  


  
    5. Conclusion


    This paper has presented the experimental investigation of the AP 28 GHz multi-user D-MIMO using newly developed calibration. D-MIMO achieves STP of 2.1 Gbps per 100 MHz with six simultaneous connection and demonstrates higher STP than quasi C-MIMO and the femto-cell base stations. Additionally, the experimental investigation show that D-MIMO has high robustness in non-line of sight environments.


    In conventional C-MIMO, the ratio K ⁄ M = 1 ⁄ 4, where the number of UEs is K, and the number of transceivers in the AP is M, is the preferred operating regime for multi-user MIMO7)10). In contrast, the D-MIMO system shows that K ⁄ M = 1 ⁄ 2 is the available regime with sufficient throughput for each UE as shown in Fig. 6.


    These findings suggest the potential for improving the cell throughput of the beyond 5th and 6th generation millimeter-wave services in indoor and densely populated outdoor areas with obstacles and pedestrians.


  


  
    6. Acknowledgement


    We would like to thank Professor Kenichi Okada and his laboratory’s researchers at Tokyo Institute of Technology for their core chips prototyping and technical discussion.


  


  
    References

    
      1) N. Tawa, T. Kuwabara, Y. Maruta and T. Kaneko：Measuring Propagation Channel Variations and Reciprocity using 28 GHz Indoor Distributed Multi-user MIMO，2020 IEEE Radio and Wireless Symposium (RWS formerly RAWCON)，pp.104-107，January 2020

      https://ieeexplore.ieee.org/document/9050046
    


    
      2) N. Tawa, T. Kuwabara, Y. Maruta and T. Kaneko：28 GHz Distributed-MIMO Comprehensive Antenna Calibration for 5G Indoor Spatial Division Multiplex，2021 IEEE MTT-S International Microwave Symposium (IMS)，pp.541-544，June 2021
      https://ieeexplore.ieee.org/document/9574898
    


    
      3) I. C. Sezgin, M. Dahlgren, T. Eriksson, M. Coldrey, C. Larsson, J. Gustavsson, and C. Fager：A Low-Complexity Distributed-MIMO Testbed Based on High-Speed Sigma–Delta-Over-Fiber，IEEE Transactions on Microwave Theory and Techniques，vol. 67，no. 7，pp.2861-2872，July 2019

      https://ieeexplore.ieee.org/document/8678474
    


    
      4) S. Kumagai et al.：Experimental Trials of 5G Ultra High-Density Distributed Antenna Systems，2019 IEEE 90th Vehicular Technology Conference (VTC2019-Fall)，pp.1-5，2019

      https://ieeexplore.ieee.org/document/8891604
    


    
      5) J. Pang et al.：A 28-GHz CMOS Phased-Array Beamformer Utilizing Neutralized Bi-Directional Technique Supporting Dual-Polarized MIMO for 5G NR， IEEE Journal of Solid-State Circuits，vol. 55，no. 9，pp.2371-2386，September 2020

      https://ieeexplore.ieee.org/document/9102243
    


    
      6) Evolved Universal Terrestrial Radio Access (E-UTRA); Physical Channels and Modulation, version 10.7.0：3GPP TS 36.211，February 2013

      https://www.arib.or.jp/english/html/overview/doc/STD-T104v2_20/5_Appendix/Rel10/36/36211-a70.pdf
    


    
      7) M. Hayakawa, T. Mochizuki, M. Hirabe, T. Kikuma and D. Nose：Effect of Nonlinear Distortion and Null Stability on Spatial-multiplexing Performance using 4.65-GHz-Band Active Antenna System with DPD，2019 49th European Microwave Conference (EuMC)， pp.1076-1079，October 2019

      https://ieeexplore.ieee.org/document/8910751
    


    
      8) T. Kuwabara, N. Tawa, Y. Maruta, S. Hori and T. Kaneko：A 39 GHz MU-MIMO using 256 Element Hybrid AAS with Coherent Beam-Forming for 5G and Beyond IAB Applications，2021 51st European Microwave Conference (EuMC) ，pp.580-583，April 2022

      https://ieeexplore.ieee.org/document/9784205
    


    
      9) NR; Physical channels and modulation, version 15.4.0：3GPP TS 38.214，December 2018

    


    
      10) E. Bjornson, J. Hoydis, and L. Sanguinetti：Massive MIMO Networks: Spectral, Energy, and Hardware Efficiency，Now Publishers，2017

    


  



  
    Authors’ Profiles


    
      TAWANoriaki
    


    
      Professional

      Wireless Access Development Department

    


    
      KUWABARAToshihide
    


    
      Senior Professional

      Wireless Access Development Department

    


    
      MARUTAYasushi
    


    
      Senior Professional

      Wireless Access Development Department

    


    
      KANEKOTomoya
    


    
      Senior Professional

      Wireless Access Development Department

    


  


  
    
      Special Issue on Open Network Technologies
    

 
    
     Wireless Technologies for 5G/Beyond 5G
    

  


  28 GHz Over-the-Air Measurements Using an OTFS Multi-User Distributed MIMO System


  
    TAWANoriaki, KUWABARAToshihide, MARUTAYasushi, KANEKOTomoya
  


  
    Abstract


    The mainstays to increase cell throughput for the beyond 5G or later are multiple-input multiple-output (MIMO) techniques, the use of millimeter wave and sub-THz, and a modulation scheme. Orthogonal frequency-division multiplexing (OFDM) modulation, which is used for 4G and 5G, has high spectral efficiency and high robustness to multi-path fading channels. In contrast, OFDM has low robustness to time-varying channels for moving terminals, which is more important at millimeter wave and sub-THz transmission than for sub-6 GHz. This paper describes the experimental investigation of orthogonal time frequency space (OTFS) modulation using a 28 GHz multi-user distributed MIMO testbed in over-the-air and mobility environments. We measure OTFS and OFDM up-link signals with up to four user simultaneous connections using zero-forcing precoding. OTFS indicates higher robustness to time-variant channels than OFDM. The error vector magnitude and system throughput of OTFS are -22 dB and 1.9 Gbps with 100 MHz signal bandwidth,  respectively. OTFS enables cell throughput enhancement for moving terminals in millimeter wave and sub-THz bands.
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    1. Introduction


    Multiple-input multiple-output (MIMO) techniques, the use of a millimeter wave (mmW) band and a sub-THz band, and a new modulation scheme are the key factors to enhance cell throughput for the beyond 5th generation (B5G) and 6th generation (6G) mobile services. The MIMO system using spatial division multiplexing (SDM) techniques can multiple the larger number of layers than that using direction based beam-forming. The advantage of using mmW and sub-THz is wide available frequency range, whereas the difficulty is that mmW and sub-THz change the propagation channel more sensitively than sub-6 GHz. A modulation scheme having high robustness to the channel sensitivity is required for B5G and 6G. The modulation technique for 4th and 5th generation mobile services is orthogonal frequency-division multiplexing (OFDM). Although OFDM has high spectral efficiency and good robustness to multi-path fading, inter-carrier interference due to the Doppler spread of time-varying channels degrades OFDM performance for mobility environments. Especially, Doppler spread in mmW and sub-THz is larger than that in sub-6 GHz. To suppress the degradation, an OFDM system allocates reference signals (RS) more frequently and calculates SDM weight matrixes for each OFDM symbol. However, increasing RS allocations decreases spectral efficiency and increases computational complexity for weight calculation.


    Orthogonal time frequency space (OTFS) is suggested to tackle the time-varying channels11). OFDM multiplexes information symbols in the time-frequency (TF) domain, whereas OTFS multiplexes them in the delay-Doppler (DD) domain. Because the OTFS modulation spreads each element in the DD domain into the TF domain entirely, all OTFS elements experience the same and nearly constant propagation channel. Using simulation, the previous works report that OTFS has a lower bit error rate than OFDM for high mobility environments1)-4).


    We investigate the robustness of OTFS modulation in the Doppler environment with over-the-air (OTA) experiments using a 28 GHz multi-user distributed MIMO (D-MIMO) testbed. D-MIMO is one of the technique to maximize the SDM performance by using geometrically distant multiple number of antennas5)-7). This paper describes the practical OTFS channel estimation and channel quality with simultaneous multiple user connections for mobility environments.


  


  
    2. Signal Processing


    2.1 OTFS Modulation


    Fig. 1 shows the OTFS signal processing diagram. An OTFS pre-processor on a personal computer (PC) generates a multi-user transmitted (TX) signal [image: 230112_01.jpg], where U = 1,2,or 4 is the number of user equipment (UEs). The OTFS signal [image: 230112_02.jpg] is TX information in i-th subframe, where i = 0,1,…, 9, and is allocated to the DD domain element of a delay domain index l = 0,1,…,9,M-1 and a Doppler domain index k = 0,1,…,N-1, where M and N are 1200 and 14, respectively. An OTFS frame has 10 subframes. The OTFS pre-processor converts [image: 230112_02.jpg] to a TF domain signal [image: 230112_03.jpg], where m = 0,1,…,M-1 is a frequency domain index and n = 0,1,…,N-1 is a time domain index, using the inverse symplectic finite Fourier transform (SFFT)1)-4). A distributed unit (DU) for UE, called UE-DU, generates a time domain digital signal [image: 230112_04.jpg], where t is time, by modulating the TF domain signal [image: 230112_05.jpg] with OFDM modulation. The numerology of the OFDM modulation is based on the specifications of 3GPP TS 36.211 format8) except for subcarrier spacing and signal bandwidth, which are 60 kHz and 80 MHz respectively. A radio unit (RU) for UE, called UE-RU, converts the time domain digital signal si(t) to an analogue signal and then radiates it from UE antennas.


    
      [image: 230112_06.jpg]
      
        Fig. 1 Block diagram of OTFS signal processing.
      

    


    Subframe 0 has only reference signals to estimate a channel impulse response (CIR), which are called CIR-RS. CIR-RS using the root Zadoff-chu sequence with a length of 19 as defined in 3GPP TS 36.2118) is allocated to the DD domain elements as shown in Fig. 2. Table 1 shows delay indexes lc,u and Doppler indexes kc,u for the CIR-RS center locations of four UEs, UE0 to UE3. The other elements in subframe 0 are blank. Subframe 1 to subframe 9 have quadrature phase shift keying (QPSK) TX information and phase compensation reference signals (PCRS). PCRS for the u-th UE is a QPSK sequence and is allocated to [image: 230112_07.jpg], where lp = 48ν+u, ν = 0,1,…,24, and u=0,1,2,3, as shown in Fig. 2. The PCRS and CIR-RS locations are different for each UE to prevent contamination between UEs. The amplitude of CIR-RS is 17 dB larger than those of the TX information sequence and PCRS to equalize the peak power of the time domain signal si(t) between subframe 0 and the other subframes as shown in Fig. 3.


    
      [image: 230112_08.jpg]
      
        Fig. 2 OTFS signal allocation for UE0 from subframe 0 to subframe 1.
      

    


    
     
      Table 1 Numerology for CIR-RS.
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      [image: 230112_10.jpg]
      
        Fig. 3 Time domain OTFS waveform of UE0.
      

    


    2.2 OTFS Demodulation


    AAn RU for AP, called AP-RU, receives the 28 GHz OTA signal and converts the received signal to the digital baseband signal, [image: 230112_11.jpg], where D = 8 is the number of distributed antennas (DAs). A DU for access point (AP), called AP-DU, generates a TF domain OTFS signal [image: 230112_12.jpg] from the baseband signal ri(t) using OFDM demodulation.


    The propagation channels are estimated by using subframe 0 having CIR-RS. Firstly, the channel estimator in the OTFS post-processor on a PC converts the TF domain signal [image: 230112_13.jpg] to the DD domain signal [image: 230112_14.jpg] using SFFT, and then extracts CIR-RS from [image: 230112_15.jpg]. The extracted signal for the u-th UE is expressed as 


    
      [image: 230112_16.jpg]
    


    where lr,u and kr,u are the CIR-RS analysis ranges of delay domain and Doppler domain, respectively, as shown in Table 1. The CIR-RS analysis range is larger than the CIR-RS allocation range because CIR-RS is distributed by delay and Doppler effect. When the Doppler indexes of CIR-RS analysis range are over subframe 0, the indexes are folded in subframe 0 as shown in Fig. 2. The channel estimator converts the extracted signal [image: 230112_17.jpg] to the TF domain signal [image: 230112_18.jpg] with inverse SFFT and calculates the propagation channel of the u-th UE as


    
      [image: 230112_19.jpg]
    


    where, [image: 230112_20.jpg] is the TF domain TX signal of the u-th UE in [image: 230112_21.jpg]. The channel estimator obtains the channel matrix as H(m,n) =［h0(m,n),h1(m,n),…,hu-1(m,n)］.


    The first equalizer (EQ1) performs channel equalization in the TF domain. The equalized OTFS signal is calculated as


    
      [image: 230112_22.jpg]
    


    where [image: 230112_23.jpg] is the equalization weight calculated from the channel matrix H(m,n) by ZF. Subsequently, the OTFS post-processor converts the equalized signal [image: 230112_24.jpg] to the DD domain signal [image: 230112_25.jpg] using SFFT.


    The second equalizer (EQ2) corrects the DD domain signal as follows,


    
      [image: 230112_26.jpg]
    


    where,
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    The symbols of [image: 230112_28.jpg] and [image: 230112_29.jpg] denote the Hadamard product and division, respectively. The correction parameters [image: 230112_30.jpg] in the delay indexes without PCRS are linearly interpolated from the adjacent correction parameters in [image: 230112_31.jpg].


  


  
    3. Over-the-Air Measurements


    The newly developed 28 GHz D-MIMO testbeds7) are used for UE-RU and AP-RU. The D-MIMO testbed for UE-RU has four DAs, and that for AP-RU has eight DAs. Each DA of UE-RU is used as a UE. The DA is connected to a mixed signal processing unit by a single 20 m coaxial cable and thus can be located at arbitrary place within the cable length.


    Fig. 4 shows the experimental layout of eight DAs,
DA0 to DA7, and four UEs, UE0 to UE3, on an office floor. The heights of DAs and UEs are about 1.7 m from the floor. UEs are located in the line of sight of any of DAs. UE0 is used for single user measurements, and UE0 and UE1 are used for two user multiplexing. Our measurements have two parts as follows. In the part-1, UE0 moves to left direction in Fig. 4 at walking speed, whereas the other UEs are fixed at the initial locations. Because CIR-RS is spread in Doppler domain for mobility environments, the CIR-RS analysis range of Doppler domain for UE0, kr,u=0, is three as shown in Table 1. The CIR-RS analysis ranges kr,u for the other UEs are zero to decrease additive white Gaussian noise contaminated to the channel estimation. In the part-2, all UEs are fixed at the initial locations, and their CIR-RS analysis ranges kr,u are zero.


    
      [image: 230112_32.jpg]
      
        Fig. 4 Experimental layout on the office floor. The Antenna directions of DAs and UEs are correspond to the directions of antenna symbols.
      

    


  


  
    4. Measurement Results


    Fig. 5 shows the UE0 OTFS constellations in the part-1 measurements. Although the constellation without using EQ2 shown in Fig. 5(a) is rotated for each subframe by Doppler frequency shift, the rotation is corrected by EQ2 as shown in Fig. 5(b).


    
      [image: 230112_33.jpg]
      
        Fig. 5 Measured UE0 OTFS QPSK constellations.
      

    


    Fig. 6 shows the measured error vector magnitudes (EVMs) as a function of the number of simultaneously connected UEs. AP D-MIMO can demodulate the multi-user OTFS signals, which are emitted in the same frequency band and the same time, using ZF in the actual OTA and Doppler environments.


    
      [image: 230112_34.jpg]
      
        Fig. 6 Measured EVMs as a function of the number of UEs.
      

    


    In the part-2 measurements, which all UEs are fixed, the OTFS EVMs are about the same as the OFDM EVMs regardless of the number of connected UEs. In contrast, the EVMs of the moving OTFS UE0 in the part-1 measurements are several dB less than those of the moving OFDM UE0, which is shown by the solid circles in Fig. 6. The circle dashed line in Fig. 6(b) shows the EVMs of the moving OFDM UE0 using phase tracking reference signals (PTRS).


    PTRS is based on the specifications in 3GPP TS 38.2119), which is allocated for each 48 subcarriers intervals in fourth to 14th OFDM symbols for each subframe. The OFDM EVMs of UE1 to UE3 with PTRS are about the same as those without PTRS because these UEs are fixed. Although the moving OFDM UE0 with PTRS has less EVM than the moving OTFS UE0, computational complexity for equalizations increases to use PTRS. The OTFS demodulator calculates the equalization weights for each 10 subframes, whereas the OFDM demodulator using PTRS calculates the weights for each subframe. Thus, the computational complexity to obtain the equalization weights of OFDM using PTRS is 10 times greater than that of OTFS.


    Table 2 shows comparison with the previously reported
OTFS and OFDM systems without using PTRS. The system throughput (STP) and spectral efficiency of this work are estimated from the UE0 EVMs in the part-1 measurements by using MATLAB 5G toolbox. The STP is sum of four user throughputs with 100 MHz bandwidth signals. The experimentally estimated spectral efficiencies of this work are compatible with those of the previous work10) calculated by simulation.


    
     
      Table 2 Comparison with the previously reported OTFS system.
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    5. Conclusion


    This paper has presented experimental investigation of OTFS performances using our newly developed 28 GHz D-MIMO testbed in OTA and mobility environments. We have measured EVM with up to four user simultaneous connections in the actual office room. OTFS has better EVM and higher spectral efficiency than OFDM without PTRS for moving UE and achieves higher robustness to time-variant channels. These findings suggest that OTFS is one of the key technology to realize the B5G and 6G mobile communication systems used for high mobility environments and in high frequency range such as mmW and sub-THz.
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  Comprehensive Digital Predistortion for improving Nonlinear Affection and Transceivers Calibration to Maximize Spatial Multiplexing Performance in Massive MIMO with Sub6 GHz Band Active Antenna System


  
    MOCHIZUKITakuji


  
    Abstract


    NEC has pursued spatial multiplexing performance with Massive MIMO by adopting full digital beamforming (BF) that can realize high spectrum efficiency in the commercial Sub6 GHz (less than 6GHz) band Massive Element Active Antenna System (AAS) for domestic and overseas 5G. Through NEC’S R&D activity, it has been found that Downlink (DL) SINR (Signal to Interference and Noise Ratio) to each user terminal (UT) deteriorated by the nonlinear distorted radiation caused by the power amplifier (PA) in transmitter (TX). Thus, NEC has confirmed that the use of Digital Predistortion (DPD) significantly improves DL SINR in high power region. And it has been also verified that the accuracy of nulls generated in each user terminal direction is determined by the residual amplitude and phase variation among all transceivers after calibration (CAL). Thus it was clarified that the double compensation of DPD and high-precision CAL is effective for achieving excellent spatial multiplexing performance by Massive MIMO.
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    1. Introduction


    As opposed to the millimeter-wave system in 5G, in the case of Sub6 GHz frequency range, it is not easy to secure the wide frequency bandwidth, but Sub6 GHz system shall be essential as the true 5G mobile usage because of its wide area coverage characteristics including non-line-of-sight propagation effect. Taking these factors into consideration, it is effective in realizing superior spatial multiplexing (Massive MIMO) by Sub6 GHz band AAS with full digital BF to secure high spectrum efficiency in narrow low frequency band1)2).


    Therefore, NEC has mainly developed the commercial Sub6 GHz band AAS with full digital BF and DPD to avoid nonlinear affection caused by TX PAs. And by implementing transceivers CAL in addition to the above functionalities, it was confirmed that the spatial multiplexing performance was significantly improved up to the high DL output power with the wide dynamic range3)4)。


    After improving the DL SINR by suppressing nonlinear distorted radiation to the same BF direction with DPD, or when using in the low DL output power region with high linearity, DL/UL (Uplink) CAL accuracy, which determines the depth of nulls to the direction of other UTs formed on the DL radiation pattern for each UT, is dominant in determining the DL SINR, so DL/UL CAL to match the amplitude and phase frequency characteristics of the onboard multiple Transmitters (TXs) and Receivers (RXs) is also important.


    In this way, NEC has developed the commercial AASs that can realize excellent spatial multiplexing performance over the wide dynamic range in output power by adopting double compensation scheme of DPD and DL CAL for AAS3).


    In this paper, in order to mainly focus on the influence of nonlinear distorted radiation on DL SINR, multiple user’s signals are radiated in anechoic chamber, and the opposite reception signal is demodulated or spectrum analyzed to obtain DL SINR. And S/I angular spectrum was calculated by S/I separation (“S”: Desired wave, “I”: OFDM/Multitone distortion component). By calculating this S/I radiation pattern, the peculiarity of the nonlinear distorted radiation “I” was confirmed.


  


  
    2. Section


    2.1 Features of Sub6 GHz band AAS with DPD used for the verification


    Fig. 1 shows the block diagram of the AAS used for the verification, and Photo shows the external view of AAS (the photo shows the operation when 2AAS are connected horizontally), and Table shows the specifications of AAS. The antenna element is composed of ± 45 ° dual polarization shared patch antenna, and is equipped with total 64 antenna elements with horizontal 8 x vertical 4 x 2 polarization configuration. As the number of TXs and receivers (RXs), 32 transceivers (TRXs) with horizontal 8 x 2 sets of vertical 2 antenna grouping x 2 polarization are integrally mounted on the back side of the antenna by connecting 2 vertical antenna elements with each polarization to 1 TRX.


    
      [image: 230113_01.jpg]
      
        Fig. 1 AAS block diagram.
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        Photo AAS external view.
      

    


    
      
        Table AAS specifications.
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    The DPD is individually mounted in the digital baseband section of each transmitter, and nonlinear distortion compensation is performed by extracting PA output with nonlinearity using a directional coupler and returning it to each DPD processor. And the Generalized Memory Polynomial (GMP) method was adopted as the DPD in order to realize optimum nonlinear distortion compensation, and also to reduce circuit scale.


    Furthermore, in order to secure spatial multiplexing performance in TDD (Time Division Duplex) system, Zero-Forcing precoding is applied to generate DL BF weight to each UT with deep nulls in the other UT directions by using UL channel estimation from each UT. And UL channel estimation is carried out by SRS (Sounding Reference Signal) receptions from each UT to all RXs in AAS, and DL channel matrix can be approximated by UL channel estimation in case of TDD).


    And in order to ensure DL/UL reciprocity in TDD, DL/UL CAL shall be necessary to match multiple TXs/RXs magnitude and phase frequency characteristics.


    2.2. Maintaining stability of radiation pattern including nulls with DPD-equipped AAS by applying calibration


    In order to confirm the normality of CAL when DPD is activated in combination, the amplitude and phase variations between all 32 transmitters were actually measured while automatically updating the DL CAL compensation weight for each TX every 90 seconds.


    As a representative example, Fig. 2 (above figure) shows the results of actual measurement of the phase fluctuations of all 32 transmitters over a period of 3 hours. It was confirmed that the phase variation was very stable within ±4°.


    
      [image: 230113_04.jpg]
      
        Fig. 2 Time stability of phase (above) and DL angular spectrum (below) of all 32 transmitters during sequential automatic CAL with DPD-equipped AAS.
      

    


    Furthermore, in Fig. 2 (below figure), DL sounding was iterated sequentially with performing DL CAL in the anechoic chamber by every 90 seconds, and the DL angular spectrum was obtained from DL channel estimation resulted by DL sounding. Due to the phase stability shown in Fig. 2 (above figure), it was also confirmed that a stable beam and null could be maintained for 3 hours3).


    2.3. Verification for the specificity of nonlinear distorted radiation generated under single layer beam radiation in the high output power region


    With the Sub6 GHz band AAS equipped with DPD, the OFDM signal is firstly radiated to the front direction in the anechoic chamber when the nonlinear distortion compensation by DPD is On and Off respectively.


    In this analysis, as shown by CCDF (Complementary Cumulative Distribution Function) of PAPR (Peak to Average Power Ratio) in Fig. 3, by limiting the peak power level 5.2 dB/7.2 dB/9.2 dB higher than the maximum output power level (1 TX output level:+13.9 dBm, total conducted output level:+25 dBm) by CFR (Crest Factor Reduction), a pseudo -nonlinear characteristic is set in the AAS so that the peak power of the OFDM signal passing through each TX system is intentionally clipped. The saturation level of TX exists above the maximum output power + 9.2 dB.


    
      [image: 230113_05.jpg]
      
        Fig. 3 PAPR characteristics at CFR 5.2 dB/7.2 dB/9.2 dB.
      

    


    The output level dependency of DL SINR measured in the anechoic chamber is summarized in Fig. 4, by converting the received RF signal with opposite side cross polarization antenna to the I/Q baseband signals and performing demodulation analysis.


    
      [image: 230113_06.jpg]
      
        Fig. 4 Output level vs. DL SINR at single layer beam.
      

    


    Due to Fig. 4, it was clarified that DPD On case can improve the amplitude and phase linearity of each TX until a remarkable nonlinear distortion occurs in the peak clipping defined in each CFR setting.


    In this experiment, by radiating a single layer beam to the front direction of AAS, the angular spectrum of desired signal “S” was obtained by taking the cross-correlation between TX signal in AAS and the received signal by opposite side cross polarization antenna. Furthermore, by subtracting the desired signal “S” from the total received signal of each horizontal angle, the interference signal “I”, which is mainly determined by the nonlinear distortion in high output power region, was separated and the angular spectrum of the nonlinear distorted radiation “I” was obtained.


    As a result, Fig. 5 shows the S/I angular spectrum obtained for each of the CFR settings of 5.2 dB/7.2 dB/9.2 dB in DPD On. In Fig. 6, it was confirmed that the component “I” was emitted in the same direction as the desired radiation “S”5).


    
      [image: 230113_07.jpg]
      
        Fig. 5 S/I angular spectrum with DPD On in each CFR.
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        Fig. 6 Frequency spectrum of test signal used for multitone distortion radiation measurement during multilayer
beam radiation by NPR.
      

    


    2.4. Verification for the specificity of nonlinear distorted radiation generated under multi-layer beam radiation in the high output power region


    Furthermore, in order to clarify the nonlinear distorted radiation specificity under the spatial multiplex with multiple layer in the high output power region, the NPR (Noise Power Ratio) method shown in Fig. 6 was applied6)7).


    And Notch Out Band by the several subcarriers turned off was set in all bandwidth as 125 Physical Resource Blocks (PRB, 4.55 GHz ± 45 MHz).


    Moreover, when multiple layer beams are generated as the desired wave “S” (95 PRB) outside of the Notch Out Band (30 PRB of 21.6 MHz from 4561.88 MHz to 4583.48 MHz), the horizontal radiation characteristics as the spatially multiplexed “S” (0° for 1 layer, 0° and -20° for 2 layers, 0°, -20°, + 20° and -40° for 4 layers) and the distorted component “I” that falls into the Notch Out Band were measured by spectrum analyzer set up at the opposite side of AAS in the anechoic chamber.


    The “S” and “I” radiation levels were individually measured in each 5 MHz bandwidth, and DL SINR was derived by the ratio between “S” and “I” levels. And the peak power limitation was fixed as CFR setting of 9.2 dB.


    As shown in Fig. 7 in which the PAPR of each of the multiple layer signals is represented by CCDF, as with the spatial multiplexing situation during actual operation, the uncorrelatedness between each layer signal is guaranteed by DATA scrambling, so it is important that the PAPR as a signal passing through each TX is the same regardless of the number of spatial multiplex beams of 1/2/4 layer.


    
      [image: 230113_09.jpg]
      
        Fig. 7 PAPR characteristics at 1, 2 and 4 layer radiation.
      

    


    Fig. 7 shows PAPR for each TX column. Regarding 8 TXs in the horizontal direction, since 4 TXs (vertical 2 TXs × 2 polarization) in each vertical column radiates the same signal, PAPR of each 4 TXs column is also same.


    By using NPR method, each output level vs. DL SINR at 1, 2 and 4 layer beams was respectively measured in the anechoic chamber. The results are summarized in Fig. 8.


    
      [image: 230113_10.jpg]
      
        Fig. 8 Output level vs. DL SINR at 1/2/4 layer radiation.
      

    


    In the lower output level region in Fig. 8, since the low distortion level “I” is lower than the spectrum envelope of sinc function (SINC spectrum) from the existing OFDM subcarriers, alternative verification for DL DINR by NPR method is only effective in the higher output power region where distorted radiation is dominant. So DL SINR in the lower output power region is dominated by SINC spectrum and asymptotically approaches 29 dB.


    It was confirmed in Fig. 8 that the multitone distorted radiation level and DL SINR appearing in each layer beam direction are almost similar regardless of the number of multiplexes.


    Regarding the degree of nonlinearity exceeding the maximum rated output power level in the investigating condition where the peak level of AMP input signal is increased by CFR 9.2 dB from RMS level, DPD effect cannot be expected because the AMP output signal is hard clipped by the saturation level of AMP. Thus, DL SINR converges to the similar value for both DPD On/Off.


    And in order to verify the peculiarity of the generated multitone distorted radiation pattern, after setting each TX output to the maximum output power + 5 dB (set to an output level where DL SINR is dominantly determined by nonlinear distortion) only for DPD On case, the angular spectrum of the desired wave “S” and multitone distorted radiation “I” when radiating 2 layer beams 0°/-20° and 4 layer beams 0°/±20°/-40° with the NPR condition are shown in Fig. 9.


    
      [image: 230113_11.jpg]
      
        Fig. 9 S/I angular spectrum with DPD On for 2/4 layer beam radiations (by NPR method).
      

    


    As a result, similar to the 1 layer beam radiation in Fig. 5, the multitone distorted radiation “I” is radiated to the same direction as each desired wave radiation “S”.


    Since this verification was performed in the strong nonlinear region with the he maximum output power level + 5 dB, the S/I angular spectrum difference between DPD On/Off was small.


    2.5 Impact of nonlinear distorted radiation and null on spatial multiplexing performance in the high output power region and improvement measures for AAS


    In order to clarify the radiated power level and influence of nonlinear distorted radiation and null in spatial multiplexing, Fig. 10 shows the summary of 2 layer spatial multiplexing beam patterns to +10° (UT#1 direction from AAS) and -20° (UT#2 direction from AAS) directions in the anechoic chamber by using NPR method.

    


    
      [image: 230113_12.jpg]
      
        Fig. 10 Several S/I angular spectrums when performing spatial multiplexing to +10° for UT#1 and -20° for UT#2 and level relationship between each null depth and nonlinear distorted radiation “I”.
      

    


    Regarding experimental conditions in Fig.10, the two UT radiations are set to the maximum total output power plus 5 dB with CFR setting of 9.2 dB and DPD On.


    In Fig.10, along with the envelope angular spectrum for the desired wave radiation “S” in two UT direction and the envelope angular spectrum for the nonlinear distorted radiation “I” appearing with the desired wave radiation “S”, and also each angular spectrum for 2 layer beam to UT#1 and UT#2 are individually plotted.


    One situation shows that null to +10°/UT#1 direction is generated accompanying the radiation pattern of the -20°/UT#2 (upper figure in Fig.10), and the other shows that null to -20°/UT#2 is generated accompanying the radiation of +10°/UT#1 (lower figure in Fig.10).


    During spatial multiplexing in high output power region as shown in Fig.10, the nonlinear distortion component “I”, which greatly exceeds null level, is radiated to the same direction as each desired radiation “S”, so the DL SINR of each desired wave does not depend on null.


    Thus, it can be confirmed that “I” degradation due to nonlinear distorted radiation is dominant to decide DL SINR degradation under the high output power region.


    Consequently, in spatial multiplexing under such a strong nonlinear situation, improvement of nonlinear distortion by installing DPD is very effective as a necessary countermeasure for AAS.


    However, when the nonlinear distortion has been already improved by DPD or when using in the lower DL output power region with high linearity, null generation with high accuracy shall be necessary in realizing superior spatial multiplexing performance with high DL SINR.


    So in the above situation, it is important to use high precision DL CAL together to secure deep null depth.


    Therefore, it is very effective to equip AAS with dual compensation of DPD and DL CAL, and it is possible to realize excellent spatial multiplexing performance with realizing the multilayer transmission to each UT with high DL SINR over the wide TX output power range3).


    


  


  
    3. Conclusion


    Since DL SINR is degraded predominantly by nonlinear distorted radiation generated to each UT direction, DPD shall be installed at each TX to suppress the nonlinear distortion generated especially by the TX PA.


    In addition, the accuracy of deep null depth generated to avoid the interference to each UT direction with Zero-Forcing secured by removing the residual amplitude and phase variation between all transmitters and receivers by DL/UL CAL.


    Thus, in terms of the TX, it was clarified that the double compensation scheme of DPD and high-precision DL CAL is very effective to achieve the excellent spatial multiplex (Massive MIMO) performance which is required to secure high spectral density over the wide TX output power range by Sub6 GHz band AAS for 5G.
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    Abstract


    This paper presents a newly developed realistic Doherty power amplifier (PA) design method with a black-box output combiner network. The method optimizes a realistic output network on the basis of ideal output network parameters with the black-box design by using the results of large-signal load-pull and S-parameter measurements without the need for transistor nonlinear models, which was required by the previous approach. The optimization considers main and auxiliary amplifier load modulations at back-off and peak output power levels. A 3.5 GHz 350 W Doherty PA with GaN-HEMT transistors is fabricated and measured to experimentally verify the method. The PA exhibits greater than 50% drain efficiency at 7 dB back-off and 57% peak drain efficiency at 6 dB back-off.
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    1. Introduction


    The macro base stations in the Sub6 GHz range for the latest mobile communications, such as 4G, 5G or later, require high power amplifiers in order to achieve a large coverage area. The high power amplifiers are required to have high power efficiency over a wide power range in order to amplify orthogonal frequency division multiplexing signals, which have a high peak-to-average power ratio. A Doherty power amplifier (PA) can meet these requirements through transistor load impedance modulation1). A Doherty PA usually consists of two transistors. One is biased for Class AB, called the main amplifier, and the other is biased for Class C, called the auxiliary amplifier. Main and Auxiliary amplifier are combined with a quarter wave transformer. At maximum output power, the output matching network of main and auxiliary amplifier is tuned to the load impedance at the transistor drain, Ropt, which is the optimum load for maximum power2). At 6 dB back-off from maximum power, auxiliary amplifier is turned off and main amplifier is modulated to a 2 Ropt load. Thus, the conventional Doherty PA limits the load modulation from Ropt to 2 Ropt and does not necessarily achieve both the maximum output power and the maximum efficiency at the backoff level due to the limitation of the load modulation.


    A black box design (BBD) method can ideally achieve both maximum output power and maximum efficiency at a desired back-off level by solving the output combiner network parameters based on four optimal load impedances for main and auxiliary amplifier3)4). BBD has theoretically obtained multiple solutions of the outputting network parameters. Since some of the plural solutions show significant efficiency drop, an optimal solution with high efficiency and high power at the same time is selected by using simulation. In addition, the realistic output network is obtained from the ideal output network calculated with the BBD method using simulation. Simulation usually requires the use of nonlinear transistor models from a vendor. Although the accurate nonlinear models are widely used in the industry, they are limited in the saturated power class of less than a few tens of watts. The nonlinear models of higher power devices are calculated by simple scaling. They are not accurate enough for 5G macro stations that require several hundred watts.


    In this paper, we propose a newly developed realistic design method of the Doherty PA output network based on BBD. The method uses large-signal load-pull and small-signal S-parameter measurements using actual main and auxiliary amplifier instead of their transistor nonlinear models, which was necessary in the previous approach.


  


  
    2. Doherty PA Design Method


    A 3.5 GHz Doherty PA using an asymmetric twin-path GaN-HEMT device (Sumitomo Electric S35K29C18CM1P) is designed by the BBD method5). The device has 200W GaN-HEMT for main amplifier and 300W GaN-HEMT for auxiliary amplifier in one package. The quiescent current of main amplifier is 600 mA for class AB, and the gate bias of auxiliary amplifier is -5.0 V for class C. The drain bias of main and auxiliary amplifier is 50 V.


    2.1 Calculating Theoretical Network Parameters with BBD


    Fig. 1 shows the block diagram of a Doherty PA designed by the BBD method. Main and Auxiliary amplifier are connected to a lossy 2-port reciprocal network with ABCD network parameters T. The 2-port network T consists of two lossless 2-port reciprocal networks with ABCD network parameters Tm and Ta, and a resistive terminal load RL.


     
        [image: 230114_01.jpg]
        
         Fig. 1 Schematic of the Doherty PA output network using ideal 2-port networks designed by BBD method.
        

     


    BBD uses the four target impedances ZL,m,M, ZL,m,B, ZL,a,M and ZOFF,a to calculate the lossy reciprocal 2-port network T3). ZL,m,M and ZL,a,M are the load impedances for main and auxiliary amplifier, respectively, at maximum output power. ZL,m,B is the load impedance for main amplifier at back-off level. ZOFF,a is the output impedance of auxiliary amplifier when turned off. ZL,m,M and ZL,a,M are selected using the large-signal load-pull measurements shown in Fig. 2 (a) and (b) to achieve high maximum output power (Pmax) at the design frequency of 3.48 GHz. Fig. 2 (a) and (b) show the load-pull contours of main and auxiliary amplifier at constant gain compression of 3 dB and 2 dB, respectively. Main and Auxiliary amplifier are driven at the same input power level. ZL,m,B is selected by using the load-pull measurement of main amplifier at the constant output power of 47 dBm shown in Fig. 2 (c) to achieve high efficiency and gain at the back-off level. ZOFF,a is S22 at 3.48 GHz in the small-signal S-parameter measurement shown in Fig. 2 (d). The four impedances are set as follows,


    ZL,m,M = 6.5 - j3.3 Ω　 （1）

    ZL,m,B = 9.0 - j14.0 Ω　（2）

    ZL,a,M = 6.0 - j5.2 Ω　　（3）

    ZOFF,a = 0.2 + j10.5 Ω　（4）


     
        [image: 230114_02.jpg]
        
         Fig. 2 Measured load-pull contours at 3.48 GHz of (a, c) MA and (b) AA. (d) Output impedances of AA measured with small signals.
        

     


    The maximum output power of main amplifier at ZL,m,M is Pmax,MA = 53.7 dBm, and that of auxiliary amplifier at ZL,a,M is Pmax,AA = 55.0 dBm. Thus, the maximum Doherty PA output power is 57.4 dBm. At the back-off level of 47 dBm, the load-pull measurements of main amplifier at ZL,m,B show a drain efficiency of 45% and a gain of 19 dB, so the Doherty PA will have a drain efficiency of 45% and a gain of 16 dB.


    BBD calculates the lossy reciprocal 2-port network T using (8), (27)-(30) in Reference [3]. T has many possible solutions depending on the phase offset between the output signals of main and auxiliary amplifier. The phase offset θ = -71° is chosen using (10) in Reference [3] so that the two 2-port networks of Tm and Ta are lossless.


    The output ports of the GaN-HEMT device have large widths due to the high output power, and the distance between the output ports of main and auxiliary amplifier is fixed because the device has two transistors in one package. Transmission lines having the same width as the device port restrict an actual microstrip layout for the output network calculated by BBD. Therefore, the port widths are transformed to 50 Ω line widths by using microstrip taper lines as shown in Fig. 3. The taper line of main amplifier has the same shape as that of auxiliary amplifier. The ABCD network parameters Tt of the taper line are estimated using Sonnet’s electromagnetic simulation engine and are extracted from the lossy reciprocal 2-port network T as follows,
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         Fig. 3 Microstrip layout of the taper lines for the GaN-HEMT device.
        

     


    where T’ is ABCD network parameters of the de-embedded lossy reciprocal 2-port network shown in Fig. 1. The transpose is denoted by (∙)T.


    The two lossless reciprocal 2-port networks of Tm and Ta are calculated from the de-embedded 2-port network T’ using (23)-(29) in Reference [4]. Since the calculation of Tm and Ta is over-determined, Am = 0 is chosen to fix their solutions, where Am is the A -parameter of Tm. In addition, RL = 20 Ω is chosen to have the near maximum resistance that can realize the two 2-port networks, Tm and Ta, with two Π-networks. To realize the two Π-networks for Tm and Ta with capacitive stubs, the solutions for Tm and Ta calculated using the positive root of Dm, where Dm is  the D -parameter of Tm, are chosen.


    2.2 Design Method of a Realistic Schematic


    Fig. 4 shows a realistic schematic of the Doherty PA output network. The Π-network for Tm consists of the two open stubs, OS1 and OS2, and the transmission line TL1. The network for Ta consists of two open stubs, OS2 and OS3, and the transmission line TL2. The open stub OS2 merges the two open stubs of the two Π-networks for Tm and Ta. The transmission line TL3 is a λ/4 transformer to match the terminal load RL = 20 Ω to 50 Ω. The electrical lengths of OS1-OS3 and TL1-TL2 shown in Fig. 4 are the ideal values calculated from the ABCD parameters of Tm and Ta.
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         Fig. 4 Schematic of the output network using the realistic components.
        

     


    To design the microstrip layout of the output network, the electrical lengths of TL1-TL3 and OS1-OS3 are optimized using simulation. The simulation uses two power sources instead of the transistor nonlinear models of main and auxiliary amplifier. In the simulation at maximum output power, the source impedance of the power source for main amplifier is (ZL,m,M)*, and that for auxiliary amplifier is (ZL,a,M)*. The conjugate is denoted by (∙)*. At the back-off level, the source impedance of the power source for main amplifier is (ZL,m,B)*, and that for auxiliary amplifier is ZOFF,a. The signals generated by the power sources have a phase offset θ = -71° and an amplitude offset between main and auxiliary amplifier. The amplitude offset sweeps from (Pmax,AA/Pmax,MA) = 1.3 dB to -20 dB to simulate changing the output power of main and auxiliary amplifier. The maximum output power simulation estimates the two load impedances ZL,m,M,r for main amplifier and ZL,a,M,r for auxiliary amplifier, while theback-off level simulation estimates the two load impedances ZL,m,B,r for main amplifier and ZL,a,B,r for auxiliary amplifier. Similarly, simulation using the ideal schematic shown in Fig. 1 estimates the ideal load impedances of ZL,m,M,i, ZL,a,M,i, ZL,m,B,i, and ZL,a,B,i. The microstrip layout is optimized so that the realistic load impedances of ZL,m,M,r, ZL,a,M,r, ZL,m,B,r, and ZL,a,B,r match the ideal load impedances of ZL,m,M,i, ZL,a,M,i, ZL,m,B,i, and ZL,a,B,i, respectively.


    Fig. 5 shows the optimized microstrip layout of the output network. The open stub OS2 is removed in the optimization process. Fig. 6 shows the comparison between the ideal load impedance and the realistic load impedance using the optimized microstrip output network. The realistic load impedance is almost the same as the ideal load impedance. The realistic load impedances ZL,m,M,r (α = 1.3 dB) and ZL,a,M,r (α = 1.3 dB), represented by the triangles in Fig. 6 (a), have a large influence on the maximum output power of the Doherty PA. The load impedance ZL,m,B,r (α = -20 dB), shown by the triangle in Fig. 6 (b), greatly affects the efficiency at the back-off stage.


     
        [image: 230114_06.jpg]
        
         Fig. 5 Optimized Microstrip layout of the output network.
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         Fig. 6 Simulated load impedances.
        

     


  


  
    3. Measurement Results


    Photo shows a photograph of the fabricated Doherty PA. The printed circuit board uses a Rogers 4350B substrate that has a thickness of 0.5 mm.
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         Photo fabricated Doherty PA.
        

     


    Fig. 7 shows the measured small signal gain. The peak small signal gain is 15.5 dB at the design frequency of 3.48 GHz. Fig. 8 shows the measured drain efficiency versus output power in pulsed continuous wave (CW) operation. The maximum power at 3.48 GHz is 55.5 dBm, which is slightly lower than the target power of 57.4 dBm. The decrease in maximum power is not caused by output network losses or phase mismatch between main and auxiliary amplifier because the fabricated PA has a sufficiently high drain efficiency of 56% at maximum power. The target maximum power of auxiliary amplifier, Pmax,MA, is 1.3 dB higher than that of main amplifier, Pmax,MA, while the gain at the target maximum power of auxiliary amplifier is about the same as that of main amplifier. To drive both main and auxiliary amplifier at maximum power simultaneously, the input level of auxiliary amplifier must be 1.3 dB higher than the input level of main amplifier. However, in this Doherty design, main and auxiliary amplifier are driven at the same input power level. Thus, the decrease in maximum power is mainly caused by the load impedances of main and auxiliary amplifier not being fully modulated to ZL,m,M and ZL,a,M, respectively, due to the low input power level of auxiliary amplifier. At the back-off level of 47 dBm, the fabricated PA has a measured drain efficiency of 44% and a gain of 15.5 dB, which agree well with the target efficiency of 45% and gain of 16 dB, respectively. This agreement between measured and target values indicates that the actual load impedances for main and auxiliary amplifier at the back-off level correspond to the target load impedances of ZL,m,B and ZOFF,a, respectively. The drain efficiency from 3.44 GHz to 3.56 GHz is greater than 50% at 6 dB back-off, and especially the drain efficiency from 3.48 GHz to 3.52 GHz is greater than 50% at 7 dB back-off. The peak drain efficiency at 3.48 GHz is 57% at 6 dB back-off.
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         Fig. 7 Measured small-signal gain of the fabricated Doherty PA.
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         Fig. 8 Measured drain efficiency (DE) versus output power under pulsed CW operation.
        

     


  


  
    4. Conclusion


    This paper has demonstrated the Doherty PA BBD method using large-signal load-pull and S-parameter measurement results instead of transistor nonlinear models. Using this method, we have designed and fabricated the 3.5 GHz 350 W Doherty PA using an asymmetric twin-path GaN-HEMT device. The fabricated Doherty PA has achieved the high drain efficiency of more than 50% over a wide power range up to 7 dB back-off-level, and the measured drain efficiency matches the design target efficiency. The good agreement between the target and measured efficiencies, especially at the backoff level, indicates that the microstrip output network is correctly optimized from the ideal BBD output network by using the proposed method. The proposed method has great potential to properly design a high-power, high-efficiency Doherty PA using compound semiconductor transistors.
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    Abstract


    While large-scale multiple-input, multiple-output (Massive MIMO) system base stations have already been commercially deployed in the Sub6 GHz band in 5G (fifth-generation mobile communication system), similar deployments are expected in millimeter-wave base stations to support higher traffic capacity.

This paper describes the design and implementation of a 39 GHz 256-element hybrid active phased array antenna system with 16 individual digital transceivers and its wireless multi-user, multi-input, multi-output verification. The prototype is realized using a beamforming IC for 39 GHz antenna arrays based on a 65 nm CMOS process developed in collaboration with Tokyo Institute of Technology. Furthermore, a compact, high-density mounting method was studied, and a new 256-element array antenna module was developed by employing waveguide antennas to fully exploit millimeter-wave performance. Using the prototype, we conducted a multi-user MIMO (MU-MIMO) transmission test using zero-forced orthogonal multi-beam based on channel interoperability assuming an access link. As a result, an estimated total throughput of 2.42 Gbps according to 3GPP TS38.214 was achieved in 100 MHz band OFDM 8 MU-MIMO operation.
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    1. Introduction


    Spatial division multiplexing (SDM) based on coherent beamforming using large-scale multiple-input multiple-output (Massive MIMO) system base stations is already commercially deployed and is common in 5G (fifth-generation mobile communication system) in systems using the Sub6 GHz band1)2). On the other hand, in millimeter-wave, base stations typically use analog beamforming. However, with the proliferation of millimeter-wave mobile access systems, OFDM orthogonal multi-beam capability for multi-user MIMO (MU-MIMO) access links is expected to be needed in millimeter-wave to support higher capacity traffic.


    Achieving spatial multiplexing with MU-MIMO requires zero-force (ZF) coherent beamforming techniques. Analog beamforming is a technique to adaptively increase the directivity of antennas to counter the high propagation loss in millimeter-waves, so to speak, to “deliver the radio wave to the terminal,” whereas ZF coherent beamforming is a technique to “keep the radio wave from reaching the terminal,” thus suppressing interference.


    Thus, if the composite gain of the array antenna can be optimally controlled to cancel out unwanted radio waves for each terminal, it is possible to connect to many terminals simultaneously without interference, and this seems to be possible in millimeter-wave. However, the higher the frequency, the more difficult it becomes to ensure the performance of the device, and the more difficult it becomes to implement the device to extract that performance. Considering these factors, there is an urgent need to confirm the performance of space division multiplexing at millimeter-waves through demonstration experiments involving the entire device.


    This paper describes the design and implementation of an active phased array antenna system with 256 antenna elements for hybrid beamforming in the 39 GHz band and the verification of MU-MIMO for mobile access applications. An earlier version of this paper was presented at the 51st European Microwave Conference (EuMC) in 2021 and published in its Proceedings3). The validation of MU-MIMO uses reciprocity-based ZF coherent beamforming to verify multiplexing tests for up to 8 users.


  


  
    2. Design and Structures


    Fig. 1 shows a block diagram of the advanced antenna systems (AAS) consisting of baseband (BB) and intermediate frequency (IF) processing units, 16 radio frequency (RF) converter units, and 16 antenna units.


    
      [image: 230115_01.jpg]

      
        Fig. 1 Block diagram of prototyped 39 GHz hybrid AAS.
      

    


    Photo 1 is a photograph of a prototype AAS with the RF converter unit and antenna units integrated into the subsystem housing described in Fig. 1. Excluding the fan unit, it occupies approximately 200 mm in width, 200 mm in depth, and 250 mm in height. The converter unit and antenna unit are connected to the BB/IF processing unit by 16 transmit IF signal and 16 receive IF signal cables.
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        Photo 1 Prototyped AAS RF head.
      

    


    The BB/IF processing unit is FPGA-based and includes a 16-channel digital signal processing section, an AD/DA data converter, and an IF signal processing section. The digital signal processing section generates 16-channels of MIMO pre-coded baseband signals.


    The analog signal input/output of the BB/IF processing unit is performed by IF signals, each of which is connected to a converter unit for conversion to 39 GHz signals. An antenna unit is further connected to the converter unit.


    Photo 2 shows one of the antenna units in the AAS. This antenna unit contains two 8-channel transmit/receive analog beamforming ICs using 65 nm CMOS. These ICs were prototyped as a frequency-extended version of the previously announced 28 GHz IC, which was the result of joint research with Tokyo Institute of Technology4). One of the features of this IC is that it shares a phase shifter between transmitter and receiver, and also uses a bidirectional circuit in the amplifier section, resulting in a configuration with excellent reciprocity between transmitter and receiver. Ensuring reciprocity is an important factor in achieving zero-force (ZF) coherent beamforming.
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        Photo 2 Antenna unit.
      

    


    The antenna element is a waveguide structure and is connected to the beamforming IC by a microstrip line. The conversion between the microstrip and waveguide is performed by a tapered fin line constructed on a printed circuit board. The microstrip lines connecting the beamforming IC to the waveguide are arranged to be as short as possible, and the feed to the antenna is done by the waveguide. This structure is effective in reducing the feed loss of the antenna. The waveguide structure consists of a dielectric substrate sandwiched in the cross-section, which allows for a smaller waveguide size. Generally, waveguides are avoided for mounting in equipment because of their large size, but in this case, the cross-section is only about 4 mm wide and 2 mm height, making it small enough to configure an array antenna. Fig. 2 shows the simulated radiation pattern of a single antenna element; 16 waveguide antenna elements are arranged in one antenna unit.
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        Fig. 2 The waveguide antenna structure and simulated antenna pattern.
      

    


    The 16 antenna units are stacked to form an antenna module with 256 elements. As shown in Fig. 3, the arrangement of tall components such as a bandpass filter (BPF) and power supply (PS) circuits in the antenna unit is separated from the arrangement of antennas and ICs to achieve a shape that allows the antenna units to be stacked alternately5). As a result, the spacing between antenna elements can be aligned at short lengths close to half a wavelength while managing heat dissipation.
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        Fig. 3 Stacked arrangement of antenna units.
      

    


  


  
    3. Measurement Results


    To achieve MU-MIMO, all 16 transceivers in the AAS radio unit (RU) must be calibrated6). If calibration is incomplete, it is assumed that not enough null signals will be formed and multiple unwanted layer signals will accumulate, reducing the effectiveness of interference suppression. The experiment was fully calibrated prior to the experiment, and calibration coefficients are prepared for each resource block and each transceiver and applied by the DSP. This enables channel estimation using uplink and downlink reciprocity.


    The experiment was conducted in a shielded room, with 8 antennas and converter modules placed opposite the prototype equipment, which were designed to look like user equipment (UE). Their placement is shown in the Fig. 4 and their positions were not changed throughout the experiment.
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        Fig. 4 Geometrical arrangement of AAS RU and 8 UEs.
      

    


    The test signal used in the experiment was an OFDM signal compliant with 3GPP TS38.214 with a bandwidth of 100 MHz. First, SRS signals were output from several UEs, received by the AAS RU, and analyzed. The beam weights were calculated using this information. Next, MU-MIMO transmission was performed for multiple UEs using the ZF method. The output power was normalized so that the waveform distortion of each antenna output would not change when the number of layers was changed. For signal evaluation, the IF signals obtained from the downconverter of each UE were analyzed with a Keysight vector signal analyzer.


    Fig. 5, 6 and 7 show examples of QPSK constellations observed in experiments with 2, 4 and 8 UEs. For the 8 UE experiment, EVM values were -15.14 dB, -17.78 dB, -16.46 dB, -15.71 dB, -16.04 dB, -15.50 dB, -11.30 dB and -13.10 dB. 3GPP TS38.214 Using an OFDM signal with a bandwidth of 100 MHz, the estimated total throughput using rank adaptation according to MCS Index Table 2 is 2.42 Gbps.
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        Fig. 5 Measured constellation and MSE with 2 UEs spatial multiplexing.
      

    


    
      [image: 230115_08.jpg]

      
        Fig. 6 Measured constellation and MSE with 4 UEs spatial multiplexing.
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        Fig. 7 Measured constellation and MSE with 8 UEs spatial multiplexing.
      

    


    We performed these measurements multiple times with different numbers of terminals to evaluate the total throughput versus the number of simultaneous multiple connections.


    For example, when conducting the experiment with 2 UEs, 2 of the 8 UEs were selected. In this case, there are 8C2 = 28 combinations, some of which are selected for the experiment. Although we did not cover all combinations, we experimented with many combinations and estimated and calculated the total throughput in each case and evaluated it as the average throughput for the number of UEs. As the number of UEs increases, the MSE degrades, but due to the close distance, the received level at each UE is not low enough to affect the thermal level. This degradation is expected to be primarily due to interference caused by insufficient spatial separation capability. Fig. 8 shows the average throughput versus the number of UEs. It can be seen that throughput increases linearly with the number of streams up to 3 or 4 MIMO streams, but tends to saturate above that, with maximum throughput being achieved at around 7 multiplexes.
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        Fig. 8 Measured system throughput by number of UEs.
      

    


  


  
    4. Conclusion


In the 39 GHz band, a prototype AAS with hybrid beamforming capability using 256 antenna elements was verified. In the experiment assuming mobile access, an OFDM 8 MU-MIMO connection was achieved at 100 MHz Band Width, and a system throughput of 2.42 Gbps was obtained, demonstrating the feasibility of Massive MIMO at 39 GHz.
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    Abstract


    Communication networks such as the Internet have been widely used in recent decades in various fields such as business, education, and entertainment, and the challenge is to meet a diversity of needs and to solve social issues. To meet these challenges, the Open APN (All Photonic Network) is expected to be used to solve these issues from the viewpoints of high security, robustness, and power saving in addition to high capacity, low latency, and multi-connectivity. Now NEC is considering the photonic cloud as an example of participation in community activities, product development, and use cases. This paper introduces the trends in relevant community activities and NEC’s commitment to Open APNs.
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    1. Introduction


    Recent advancements in 5G, Internet of Things (IoT), and digitization have led to the creation of new products and services that are completely different from previous ones. Network transformation is now required to apply communication infrastructure to these new products and services.


    In these new networks, high performance is essential in addition to advanced security and robustness as well as high capacity, low latency, and multi-connectivity depending on the service. Also, reducing power consumption for the entire network has also become essential to address global environmental issues.


    Against this background, there is a need to realize the All Photonic Network in which all communications from the terminal to the core network are built using optical-based technologies. In the All Photonics Network, it is important to separate (disaggregate) functions and to design their specifications and interfaces based on open architecture. Efforts to address these issues are actively underway and are centered around organizations such as the IOWN Global Forum1), the Telecom Infra Project2), and the Open ROADM initiative and Multi-Source Agreement (MSA)3). Also as the first step to strengthen our business in this field, we at NEC are accelerating our commitment to create an open optical transport market, including the release of the SpectralWave WX Series of open optical transport products4).


    In this paper, we introduce NEC’s initiatives for open architecture of optical transport equipment, use cases in APNs, and efforts towards market creation.


  


  
    2. Commitment to Community Activities for Optical Transport


    Major community activities related to optical transport and NEC’s initiatives are introduced hereinafter.


    2.1 IOWN Global Forum


    The IOWN Global Forum is an international forum founded by NTT, Intel, and Sony in 2020. It promotes the establishment of a new communication infrastructure consisting of All Photonic Networks, edge computing, and wireless distributed computing. As of the end of January 2023, more than 100 companies and organizations have joined the forum.


        The IOWN Global Forum published the first reference document for Open APN architecture in January 20225). In this document, functional blocks of the Open APN Transceiver (APN-T), the Open APN Gateway (APN-G), and the Open APN Interchange (APN-I) are defined as follows.


    (1) APN-T


    
        An endpoint of an optical path; equipped with functions to send and receive optical signals.

    


    (2) APN-G


    
        A gateway for an optical path; equipped with functions such as multiplexing/demultiplexing of the optical paths and loopback connections of optical paths without converting optical signals into electrical signal.

    


    (3) APN-I


    
        The section that acts as a relay or interchange for an optical path; equipped with functions such as wavelength cross-connect and adaptation between interfaces.

    


        In addition to participating in the Open APN Architecture Task Force of the IOWN Global Forum, we at NEC offer a product lineup that complies with the following document: Open All-Photonic Network Functional Architecture (Version 1.0). To achieve the Open APN, we regard the following issues as important: a) moving away from vertically integrated systems; and b) ensuring the scalability of optical networks. We are conducting investigations and research into these.


    a) Moving away from vertically integrated systems


    
        Adoption of horizontal disaggregation in open architecture to build an ecosystem will enable a wide variety of software, hardware, and device combinations. This would enable users to adopt the latest and most user-friendly technologies in a timely manner.

    


    b) Ensuring the scalability of optical networks


    
        To increase the number of lines accommodated in APNs, efforts are being made in increasing the types of wavelengths that can be used by methods such as multibanding and spatial multiplexing and in wavelength control to make effective use of wavelengths by methods such as wavelength conversion and remote control of wavelengths.

    


    2.2 Telecom Infra Project


    The Telecom Infra Project (TIP) is a global community of companies and organizations founded in 2016 and led by Meta with the aim of promoting cooperation and innovation to accelerate the deployment of open, disaggregated technologies in telecommunications networks. The TIP’s Project Groups are divided into three strategic network areas: Access, Transport, and Core & Services. The Open Optical & Packet Transport project group (OOPT) is making a technical investigation of performance, scalability, and efficiency of communication networks.


    We are participating in a project to develop an OOPT-supported transponder called Phoenix, which aims to open up the optical transmission domain. The Phoenix is a 400 Gbps transponder for high-capacity, dense wavelength-division multiplexing (DWDM) networks that are open and disaggregated into hardware and software. For deploying the network operating system on the Phoenix that runs on Wistron’s Galileo Flex-T hardware (WX-T), NEC was the first in the world to be awarded two TIP Requirements Compliant Bronze Badges.


    2.3 Open ROADM MSA


    The Open ROADM Multi-Source Agreement (MSA), led by AT&T, was established in 2015. It defines specifications for improving the interconnectivity of optical transport systems, enabling SDN software control, and abstracting interfaces. The MSA divides the control standards into three layers — the Device Model, the Network Model, and the Service Model — to make control parameters open to any third party. Meanwhile in regards to optical standards, communication methods and optical conditions are specified for each transmission speed to improve inter-vendor interoperability. The participating members of the Open ROADM MSA are mainly composed of network operators and equipment/device vendors. As of January 2023, more than 30 companies are members. The MSA is periodically updated with input from each company, and the latest version is version 12.


    We joined the Open ROADM MSA as a member in 2021 and are actively adopting the specifications to promote open architecture and improve interoperability.


    Our optical transport system incorporates device models that conform to the Open ROADM MSA and make it possible to automate device management and control using the NETCONF open interface.


  


  
    3. Utilization of Open APN


    In this section, we take a look at the photonic cloud as an example of the value provided by Open APN and as a solution for the services it has to offer.


    3.1 Value provided by Open APN


    Open APN addresses a diversity of needs and social issues by opening up and converting networks into APN through ecosystem formation (Table).


    
      
       Table Values provided by Open APN.
      

     [image: 230116_01.jpg]
    


    3.2 Photonic cloud


    Spurred by the prospect of the proliferation of 5G, 6G, and IoT as well as the increasing traffic and increasing demands on the networks from services, moving application installation sites out of the cloud to sites closer to the users (edge data centers) and seamlessly connecting these edge DCs is under consideration.


    At NEC, we are investigating a photonic cloud that uses optical transmission to connect services. In this solution, edge data centers and user locations are directly connected by optical paths using Open APN. This ensures connectivity with improved security by integrating multiple services in an optical closed network while achieving high capacity, energy efficiency, and low latency in the network (Fig. 1). This enables the provision of regionally closed services (regional medical care, factory management) and services with a sense of presence such as with a high image quality in real time (live streaming, virtual offices, and remote control).
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         Fig. 1 Photonic cloud.
        

     


  


  
    4. NEC CONNECT Lab with IOWN for Achievement of Social Implementation and Construction of Co-creation Environment


    With a view to implementing the innovative optical and wireless network in society, we established the NEC CONNECT Lab with IOWN in March 2023 at NEC Abiko Plant to provide a venue to verify open technology. The lab aims to co-create businesses and solutions with partners that can lead to a future we can share by utilizing networks (Fig. 2). In this lab, we will conduct technical verification of APN, including multi-vendor connections, with a focus on IOWN APN as well as verification of use cases in the IOWN era. In addition to verification by user companies bringing in their own equipment, this environment is also connected to external networks such as the one for the NTT Group, enabling feasibility verification in an environment close to actual use cases by connecting physically distant sites.
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         Fig. 2 NEC CONNECT Lab.
        

     


    As an example of the use of this environment, in February 2023, NTT ArtTechnology and Tokyu Bunkamura held an event called “Future Concert that Echoes Across Distances II” or “Future Concert II.”6) This event verified the feasibility of remote concerts in real time by connecting the NEC Abiko Plant with multiple locations in Tokyo, Osaka, and Kanagawa.


  


  
    5. Conclusion


    In this paper, we introduced NEC’s efforts towards the realization of APN. We have already released APN-compliant products and become involved in community activities such as the IOWN Global Forum and co-creation activities in the NEC CONNECT Lab with IOWN. We are now entering a stage of accelerating our efforts to achieve practical operation.


    At NEC, we will continue to contribute to solving social issues through our optical transport business.


  


  
    * IOWN is a trademark or a registered trademark of NTT.

    * Intel is a trademark or registered trademark of Intel Corporation in the U.S. and other countries.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    NEC is accelerating its efforts to realize All Photonics Networks (APN), in which all communication infrastructure from the networks to terminals are built upon optical-based technologies. This paper discusses disaggregation (functional separation) and the open architecture of optical networks — which are crucial for APN — and introduces NEC’s SpectralWave WX series, a family of NEC’s first open specifications-compliant, open optical transport products.

    


    
      Keywords


      IOWN Global Forum, Open APN (All Photonics Network), disaggregation, Open ROADM, open architecture, TIP (Telecom Infra Project)

    

  


  
    1. Introduction


    At NEC, we are accelerating our efforts to realize an All Photonics Network (APN), in which all communication infrastructure from the network to terminals are built upon optical-based technologies.


    The world today is undergoing a transformation with the rapid development of digital technologies, including the Internet of Things (IoT) that connects people and things, artificial intelligence (AI) that extends the intelligence of humans, and systems that highly integrate cyberspace and physical space in the real world.


    To accelerate such transformation, it is essential that networks evolve so that the networks can be safely and securely used by anyone, at anytime and anywhere. Networks need to be modularized for ease of use, with necessary components readily available when needed. For this reason, it has become an important issue in APN to separate (disaggregate) functions and publish their specifications and interfaces. In order to address these issues, we have launched the SpectralWave WX Series1) of NEC’s optical transport product family and the world’s first open optical transport products that are compliant with open specifications such as Open ROADM2), the Telecom Infra Project’s (TIP)3) Phoenix solution and Mandatory Use Case Requirements for SDN for Transport (MUST), as well as Innovative Optical and Wireless Network (IOWN) APN4). Through the provision of the product family, NEC is contributing to the realization of All Photonics Networks and deployment of highly flexible networks with high security, robustness, and low power consumption in addition to high capacity, low latency, and multiple connectivity.


  


  
    2. Functional Separation and Openness of Networks


    While optical transport products have traditionally been provided in a vertically integrated and all-in-one fashion, NEC is committed to accelerating open innovation and leading an open ecosystem under NEC’s concept of “Truly Open, Truly Trusted.” The SpectralWave WX Series is a family of products that brings innovation to optical networks by supporting disaggregation and openness through the separation of functions that compose an optical network (Fig. 1). This makes it possible to select necessary functions and integrate them to satisfy those requirements, thereby optimizing the system configuration over the long term while keeping costs low. Furthermore, by leveraging open ecosystems, it is possible to create new value such as prompt service provisioning for revenue generation, high reliability for less maintenance costs, optimized resource allocation, and the network virtualization through linkage with mobile networks, computing, and AI.
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        Fig. 1 Open architecture model.
      

    


  


  
    3. Overview of the SpectralWave WX Series


    3.1 Support for multi-vendor configuration


    Optical transmission products until now traditionally used a vertically integrated system that prioritized communication performance, and each network was commonly built with equipment all from the single vendor. The products in the SpectralWave WX series, however, differ from those traditional ones and achieve disaggregation (functional separation) by dividing by function. This makes it possible for customers to procure the required products or devices from multiple vendors and combine them to compose the entire network. In this way, the system configuration can be optimized to suit the customer’s real needs.


    3.2 Flexible network construction


    By conforming to open specifications, the products in the NEC SpectralWave WX series enable the latest configurations that connect to the function blocks of the Open APN Transceiver (APN-T), the Open APN Gateway (APN-G), and the Open APN Interchange (APN-I) as defined in the document about Open APN architecture published by the IOWN Global Forum. The NEC SpectralWave WX products also enable the ROADM configuration used in conventional optical transmission networks. These configurations can be achieved by changing the layout of the products. For instance, when turning back optical signals, it is usually necessary to connect all products for each of the APN-T, APN-G, and APN-I function blocks, but the SpectralWave WX products can change the direction of light and turn it back by connecting only two — the APN-T (the WX-T series) and the APN-G (the WX-S) — in accordance with the customer’s needs. This makes it possible to build flexible and economical networks.


  


  
    4. Product Overview


    4.1 The WX-D series with multipath variable-gain amplifier


    The products in the WX-D series are inserted between transmission segments and perform optical amplification in accordance with the transmission distance. Combining multiple units from the WX-D series makes it possible to switch to multiple paths and to support various topologies
such as mesh, ring, or linear (Fig. 2). The features of the WX-D correspond to those of the APN-I function block.
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        Fig. 2 WX-D series with multipath variable-gain amplifier.
      

    


    4.2 WX-S series for add/drop and multiplexer/demultiplexer requirements


    The products in the WX-S series enable multiple wavelengths to be multiplexed when transmitting signals and also extract individual wavelengths when receiving. If there is branching at the endpoint, it is still possible to extract the wavelength. Also, this device is equipped with an add/drop function (to add or extract wavelengths) that corresponds to the colorless, directionless, contentionless (CDC) function, which enables flexible network design (Fig. 3). The features of the WX-S correspond to those of the APN-G function block.
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        Fig. 3 WX-S series for add/drop and multiplexer/demultiplexer requirements.
      

    


    4.3 WX-T series of white box transponders


    The products in the WX-T series convert client signals received from an externally connected device into wavelength-division multiplexing (WDM) signals. Conversely, when sending signals to externally connected devices, this transponder converts WDM signals into client signals. During conversion, it can convert the signals to the appropriate signal format, signal level, and signal optical wavelength for wavelength multiplexing. The WX-T products are built by integrating open-specification white box hardware (assembled from commercially available parts), open source software, and commercially available optical transceivers. It is the world’s first product that is compliant with TIP’s Phoenix solution and MUST and that also has hardware and software separation, multi-vendor and multi-generation transceiver support (Fig. 4). The features of the WX-T correspond to those of the APN-T function block.
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        Fig. 4 WX-T series of white box transponders.
      

    


    4.4 WX-A series of remote control and optical switches


    The products in the WX-A series perform the conversion between electrical signals and optical signals in the same manner as the WX-T white box transponder and also perform optical switching. The WX-A products are also capable of converting the wavelength of optical signals remotely from the unit in a central site (Fig. 5) to the unit in a remote site (Fig. 6) using the remote control function.
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        Fig. 5 WX-A series of remote control and optical switches (central site).
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        Fig. 6 WX-A series of remote control and optical switches (remote site).
      

    


  


  
    5. Applicable Networks


    5.1 IOWN Global Forum models


    The WX series conforms to the Open APN Architecture (Release 1) defined by the Open APN Architecture Task Force of the IOWN Global Forum. By combining these products as shown in Fig. 7, it is possible to achieve an Open APN as defined by the IOWN Global Forum.
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        Fig. 7 IOWN Global Forum Open APN Architecture.
      

    


    5.2 Partially open architecture


    Among the functions of optical transmission equipment, the transponder section is undergoing rapid technological innovation. There are many growing needs, especially among data center operators, to use the latest transponder functions to expand capacity. Until now, frequent replacement of equipment has been difficult and costly with vertically integrated, all-in-one equipment. By adopting products that are separated by function, however, it is now possible to switch only the transponder function to the latest model. By connecting the WX-T series to an existing WDM network, the customer can easily take advantage of the benefits of open architecture (Fig. 8).
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        Fig. 8 Partially open architecture.
      

    


  


  
    6. Conclusion


    In this paper, we introduce the SpectralWave WX series that can help build an APN. We at NEC continue to expand our business in the optical transport market by leveraging our expertise, experiences and know-hows accumulated in our long history of delivering a variety of optical transmission solutions for large-scale carrier networks worldwide. And through these efforts, we create innovation and contribute to solving social issues.


  


  
    * IOWN is a trademark or a registered trademark of NTT.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    1. Introduction


    The efforts in the implementation of the All Photonics Network (APN) have entered the stage of new value creation. Functional separation (disaggregation) as well as the openness of specifications and interfaces make it possible to accelerate innovation, to avoid vendor lockin where system configuration flexibility is limited by a specific vendor, and to build optimal networks in accordance with service requirements. Also, it helps create new value such as prompt provision of services, the achievement of high reliability, and hyper-realistic communication that transcends time and space.


    In the meantime, there are challenges in transitioning from traditional all-in-one products that are vertically integrated. In order to address this issue, it is essential to manage disaggregated elements provided by multiple vendors, ensure connectivity through open interfaces, and assemble them into a solution — which requires ecosystems and integration providers (Fig. 1). NEC leads the building of open ecosystems and offers new value through integration services.
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        Fig. 1 Disaggregation and integration.
      

    


    In this paper, we discuss the building of open ecosystems, the integration of systems, and some field trial examples as well as case studies.


  


  
    2. Open Ecosystems


    The advantage of disaggregation and openness is the freedom to combine components to create new value. It is important to build an ecosystem where participating vendors bring the results of their innovations and combine the superior features from them, rather than procuring all products and services from a single vendor. As part of our support for building open ecosystems for optical networks, we play the critical role of an integrator that combines individual elements to achieve optimal system integration.


  


  
    3. Integration


    Until now, conventional optical network systems have been provided in the form of vertically integrated, allin-one products. Because such products were provided by a single vendor, implementation may look easy. However, the serious drawback is that customers have to rely solely on that single vendor in terms of post-implementation operations and maintenance, the lead time for adding new functions and procurement, and support for the latest technologies, no matter how much the vendor would be supportive and cost effective. In the world of open architecture, on the other hand, individual elements can be combined to build an optimal system. Integration of those elements, which conventionally is a task of vertically integrated vendors, is required in any case. Based on our knowledge and experiences accumulated through decades of product development for global tier-1 communication service providers (CSPs) and building of highly reliable networks, NEC offers the integration necessary to build carrier-grade optical networks by combining open-architecture and open-source components (Fig. 2).
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        Fig. 2 System integration.
      

    


  


  
    4. Case Studies and Field Evaluations


    At NEC, we are proactively constructing verification labs as well as conducting field trials at customer sites to verify those values of open optical networks and APNs and to raise the market awareness.


    In addition, the Telecom Infra Project (TIP)1) is making great efforts to bring innovation by applying open architecture and disaggregation to telecommunications infrastructure. As a result, we are collaborating with TIP to deploy TIP Phoenix-compliant 400G open transponders
(SpectralWave WX-T) in the market.


    4.1 Verification labs


    We have established a verification environment in the TIP Community Lab in London, creating an environment where customers from around the world can verify interoperability (Fig. 3). This lab enables customers to perform many kinds of tests in a multi-vendor environment, such as verifying the connectivity with other vendors’ open line systems (OLS) and controllers in addition to confirming the operation of open-source transponders.
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        Fig. 3 Verification facility.
      

    


    4.2 Connection between data centers


    As data centers become larger and more distributed, demand for data center interconnections via wavelength-division multiplexing (WDM) is surging (Fig. 4). The following example presents a case study on the deployment of an APN in South Africa2).
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        Fig. 4 Connection between data centers.
      

    


    We helped Teraco, Africa’s largest data center operator, introduce the SpectralWave WX-T series of products compliant with TIP’s Phoenix initiative as the solution to connect between high-capacity, low-latency data centers. According to Teraco, they were having trouble with connecting high-capacity, low-latency data centers. With speed as their top priority, they chose NEC’s Phoenix-compliant products for their ability to be swiftly introduced. They say that they were able to introduce the solution promptly because our team provided the supporting system integration and training. As a result, they highly praised NEC’s integration expertise and satisfactory support.


    4.3 Integration with existing WDM systems


    Among the functions of optical transmission equipment, the transponder portion is undergoing rapid technological innovation. Therefore, the latest transponder functions are highly demanded, especially among data center operators. Today, a solution is needed that uses the newest transponders in existing optical networks. In order to meet this demand, NEC has developed a solution that integrates existing WDM systems with the latest transponders (Fig. 5). Our solution easily upgrades existing optical networks by verifying and guaranteeing interoperability between existing WDM systems of other companies and SpectralWave WX-T transponders compliant with open specifications and this solution has a proven track record of deployment mainly in South America, Africa, Asia, and other regions.
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        Fig. 5 Integration with existing WDM systems.
      

    


    4.4 Real-time remote concert


    The major advantages of optical networks are their high capacity and low latency. As a use case to demonstrate these benefits, NTT Art Technology and Tokyu Bunkamura held a “remote concert” to prove the feasibility of musical performance where performers collaborate from multiple locations in real-time by connecting the NEC Abiko Plant and other multiple locations in Tokyo, Osaka, and Kanagawa via IOWN APN3).


    NEC provided SpectralWave WX-T and WX-D as components of IOWN’s APN to support the realization of a high-capacity, low-latency APN. This contributed to the realization of remote concerts that made viewers feel as if the performers were right in front of them, demonstrating new possibilities for next-generation networks.


  


  
    5. Conclusion


    In this paper, we introduced NEC’s efforts to develop the SpectralWave WX series, which helps to realize APNs. There is a growing interest in the market for open architecture in general and for APNs in particular. At NEC, we will expand our open optical transport business by leveraging our experiences and expertise in delivering a variety of optical transmission products and solutions to create innovation and contribute to solving social issues.



  


  
    * IOWN is a trademark or a registered trademark of NTT.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Innovative optical networks are essential for the implementation and acceleration of advanced information and communication services such as autonomous driving and telemedicine. NEC is working to implement an All Photonics Network (APN) that enables transmissions with a low latency, low power consumption, and high capacity and that also makes full use of optical technology. The APN needs flexible wavelength conversion that is both compact in size and economical. NEC is therefore conducting R&D on ultracompact, dual-wavelength, tunable lasers as laser sources to be the key to wavelength conversion in APNs and using silicon photonics (SiP) that have a high-density integration and mass-production capability. This paper provides a report on the wavelength conversion technology and the technologies for the SiP and wavelength tunable laser sources that can realize a dual-wavelength, tunable laser.
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    1. Introduction


    With the rapid development and spread of the Internet and smartphones, video streaming services as well as services based on cloud computing communications have become so familiar to the general public that information and communications technology (ICT) has become an indispensable part of our daily lives. As demands for further advancement of the Internet of Things (IoT), autonomous driving, and telemedicine increase, services capable of instantaneous transmission of larger amounts of information are required more than ever before.


    Optical communication is one of the fundamental technologies supporting this ICT society. At present, the core networks connecting big cities in Japan through optical communications are putting large-capacity transmission systems in the terabit class into practical use. One of the key technologies supporting such large-capacity transmission is Dense Wavelength Division Multiplexing (DWDM), in which multiple wavelengths combine a variety of different signals onto a single optical fiber for transmission. In existing optical communication systems such as DWDM, the conversion between the optical and electrical signals is performed several times in the transmission path, and this becomes the dominant cause of delay. Delay poses a problem for implementation of services such as autonomous driving, which requires real-time performance. On the other hand, further expansion of transmission capacity requires an increase in energy consumption, which is a major problem. However, as miniaturization of semiconductors used in electrical processing has progressed to a level near the physical limit, the further reduction of the power consumption is said to be increasingly difficult.


    To deal with such problems, NEC is striving to realize the All Photonics Networks (APN) that feature end-toend (EtoE) communications using optical signals. APN are networks that minimize the conversion between optical and electrical signals; it can achieve an overwhelmingly low latency compared to conventional optical communication systems. APN can also drastically reduce network power consumption thanks to the low power requirement of optical signals even in large-capacity (high-speed) transmission. APN also provide end users with large-capacity services by assigning information to each of the DWDM wavelengths as described earlier.


    On the other hand, wavelengths are a finite resource, so technology for the efficient handling of wavelengths (or frequency bands) is necessary for the implementation of the ideal optical network needed for APNs. Fig. 1 shows a schematic diagram of an optical network. Although the optical signals from some local networks are concentrated in the core network, wavelength overlap must be avoided because signals of the same wavelength cannot be transmitted through a single optical link*1. For this purpose, flexible wavelength conversion is essential for the low-latency, power-saving, and high-capacity optical networks that everyone wants APNs to be. Also, because the EtoE optical path passes through several optical relays, some cases will differ in regard to the transmission distance, available wavelengths, and bandwidths before and after the optical relay devices. It is therefore thought that further improving the efficiency of wavelength resources by not only converting wavelengths but also flexibly changing to the optimal modulation format and optical signal bandwidth in accordance with the distance will accelerate the realization of APNs.
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        Fig. 1 Necessity of wavelength conversion in APN.
      

    


  
    *1 Optical transmission path (optical fiber) interconnecting optical transmission devices.

  



  


  
    2. NEC’s Concept of Wavelength Conversion Technology


    As mentioned earlier, efficient wavelength/modulation format conversion technologies are important for the implementation of APN. In addition, because the installation space for optical transmission equipment is limited, a compact optical transmitter with the functions for wavelength/modulation format conversion is necessary.


    NEC was commissioned by the National Institute of Information and Communications Technology (NICT) to carry out R&D for an environmentally friendly and highly flexible, compact optical transmitter/receiver system that contains a compact, low-power optical transceiver which uses a high-speed, low-power digital signal processor (DSP) and silicon photonics (SiP) and that can switch wavelengths and modulation formats1). One of the components
of the optical transmission system, the tunable laser source (TLS) is a key optical component for supporting large-capacity communications. Fig. 2 (a) shows a schematic diagram of a configuration in which wavelength/modulation format uses conventional TLS technology in a digital coherent system*2 for DWDM optical communications. TLS is required at both the transmitter and receiver sides. Conventional TLS uses a large number of components such as compound semiconductors, discrete optical components, and control circuit components, and this limits the miniaturization of the system. On the other hand, SiP technology has recently been gaining attention as way to create electronic and optical integrated circuits. SiP uses the manufacturing infrastructure of silicon CMOS (Complementary Metal Oxide Semiconductor) integrated circuits that possess excellent mass producibility and high-precision microfabrication. With the ability to form ultra-compact optical circuits, SiP technology enables the realization of a dual wavelength tunable laser source that integrates transmission and reception TLS in a single chip of the same size as conventional ones (Fig. 2 (b)) and thereby contributes to the miniaturization of optical transmission systems with the capability of wavelength/modulation format conversion.
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        Fig. 2 Conventional and proposed configurations for wavelength/modulation format functions in digital coherent transceivers/receivers.
      

    


  
    *2 A transmission method that enables large-capacity transmission using amplitude, phase, and polarization of light by means of digital computations.

  


  


  
    3. Toward Implementation of Dual Wavelength TLS


    NEC has attained many achievements in the research of SiP and TLS technologies2)3)4). This section describes our efforts to realize a dual wavelength TLS being developed based on the knowledge acquired to date.


    3.1 Principles and features of wavelength tuning


    Silicon is used as the material for an optical waveguide in SiP to implement optical components with various functions in ultra compact optical circuits. This is because silicon has a very high refractive index (approximately 3.45), and the resulting tight optical confinement enables a layout of optical circuits with a bend radius of a few micrometers. Using a curved waveguide made of silicon, we confirmed a sufficiently low optical loss of less than 0.05 dB/turn at a bend radius of 10 μm across the entire C-band (1,525 to 1,565 nm), which was used as the communication wavelength band. NEC is making use of this advantage and designing an ultra compact SiP chip that can be used to freely control laser wavelength.


    The schematic diagram of a TLS using the SiP chip under development is shown in Fig. 3. In this TLS, wavelength tunable operation is achieved with a double-micro ring resonator (D-MRR), which consists of two micro-ring resonators (MRRs) of different circumferences fabricated using SiP technology.
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        Fig. 3 Schematic diagram of the NEC TLS under development.
      

    


    Images of transmission spectra are shown in Fig. 4. When a single MRR is used alone, a periodic transmission spectrum with a Lorentzian function appears, and the period of which determined by the circumference (Fig. 4 (a)). When using a D-MRR in which single MRRs are connected in series, the transmission spectrum is represented by the product of the MRR spectra. The maximum transmission factor is thus obtained at the wavelength where the transmission peaks of the two MRRs coincide with each other, and the D-MRR works as an optical wavelength filter (Fig. 4 (b)). A wavelength-tunable filter can be realized by adjusting the temperature of individual MRRs using a microheater placed in the proximity of each MRR to vary the wavelength at which the two transmission peaks coincide. In addition to the D-MRR, a mirror waveguide that is non-total reflection surface and has excellent loss characteristics is integrated into the SiP chip. The SiP chip is then combined with a semiconductor optical amplifier chip to form an external resonator (Fig. 3). By adjusting the cavity length so as to meet the required transmission wavelength of the D-MRR and the laser oscillation conditions of the external resonator (Fig. 4 (c)), laser oscillation at a single wavelength (Fig. 4 (d)) is achieved.
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        Fig. 4 Principles of transmission spectrum and TLS oscillation.
      

    


    One advantage of the SiP-based TLS with an external resonator (SiP-TLS) is that the power consumption for tuning the laser oscillation wavelength is very low. This is because silicon has a very high thermo-optic coefficient (TOC) — which is about 20 times larger than conventional materials such as glass — and dictated by the rate of exponential growth (dn/dT)*3.NEC’s proprietary D-MRR design makes use of the high rate of exponential growth of silicon by optimizing the placements of microheaters to achieve wavelength tuning across the entire C-band from an ultra compact size of 150 x 100 μm2 and a low power consumption of 12 mW. NEC is also developing an MRR with an improved structure that is even more compact in size and an even lower power consumption.


    Another advantage of the SiP-TLS is the capability of achieving a narrow, kilohertz linewidth required for expanding the capacity of digital coherent transmission4). To narrowing the laser linewidth, a long cavity of more than a few millimeters is required. SiP technology, however, is capable of layout with a bend radius of 10 μm, so this layout combined with the wavelength tuning mechanism of the D-MMR results in achieving long cavity on small chips.


    3.2 Results of SiP-TLS prototyping


    We prototyped a SiP-TLS with a single light source to verify the basic operations. Photo shows the prototype of an optical transmission module5). The SiP technology enabled us to achieve a very compact package. Further miniaturization can be expected by optimizing the structure.
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        Photo Prototype SiP-TLS-equipped optical transmission module (TOSA*4)
      

    


    Fig. 5 shows a graph in which the laser oscillation spectra of SiP-TLS lasers at all 96 wavelengths used in DWDM are superimposed upon each other. The side mode suppression ratio (SMSR) that represents the monochromaticity of the laser is between 37 dB to 43 dB for every rate of laser oscillation, confirming favorable laser oscillation characteristics at all wavelengths.
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        Fig. 5 Oscillation spectra of SiP-TLS at each of 96 wavelengths.
      

    


    At present, we are currently conducting research and development of a dual wavelength TLS that integrates two SiP-TLS functions on a single chip. We are also working on further reducing the power consumption, increasing the SMSR, and narrowing the linewidth. The dual TLS with its compact size and low power consumption enables NEC to contribute to the implementation of low-latency, power-saving, large-capacity APN.


  
    *3 Variation in refractive index per 1°C temperature change.

    *4 A package that incorporates laser elements, optical/electrical interfaces, etc.

  


  


  
    4. Conclusion


    This paper describes the wavelength conversion technology required for APN to support further development of the ICT society and the approach taken by NEC to develop the dual wavelength TLS that uses SiP technology for implementation. In the ideal network represented by the APN, the application of optical technology expands to terminals as well as transmissions over both short and long distances, so the importance and necessity of TLS are expected to increase further. For instance, a technology called co-packaged optics (CPO) in which the package of an electronic device such as a switch ASIC (Application Specific Integrated Circuit) is shared with an optical device has been attracting attention in recent years, and the CPO requires more than one laser source with a low power consumption and compact size. Dual wavelength TLS using SiP technology and multi-wavelength TLS with higher integration on a single chip are expected to be applicable to CPO. Meanwhile, SiP technology is not limited to laser light sources and is expected to be applied to the creation of more compact packages with several integrated functions, including optical modulators and photodiodes, as well as the development of new optoelectronic devices that combine optical functions and electronic circuits. NEC will continue to take on the challenge of realizing an environmentally friendly and more comfortable ICT society by developing the technologies for lasers and SiP, which have many possibilities to build on the optical technology that we have cultivated to date.
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    Abstract


    Communication traffic has been increasing rapidly in recent years and is expected to continue to grow exponentially in the future. While the capacity of backbone networks needs to be increased, there is also a growing trend toward openness where networks are constructed by flexibly selecting equipment without being bound to a specific vendor and another growing trend toward greenness where networks are designed to reduce power consumption to address concerns about environmental issues. This paper introduces NEC’s optical device technologies and product lines that support openness and greenness.
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    1. Introduction


    NEC’S product line of digital coherent optical transceivers that combine digital signal processing (DSP) and coherent wave detection are being actively developed to achieve higher capacity in optical network equipment.


    On the other hand, the market needs are not only for higher capacity but also for openness and greenness. Openness is wanted to enable flexible selection of equipment as well as flexible construction of networks without dependence on a specific vendor as in the past. Greenness is wanted to address environmental concerns and to reduce the overall power consumption of networks. Efforts are also being made to establish power consumption standards of network equipment to meet this need for openness and greenness.


    This paper describes the technology used in NEC’s transponders and digital coherent optical transceivers and also introduces NEC’s product lines that support the increased capacity, openness, and greenness of optical networks.


  


  
    2. Transponders


    Transponders play an important role in optical networks by multiplexing signals at speeds such as 100 GbE or 400 GbE into multiple channels and converting them into optical signals suitable for high-capacity transmission. Fig. 1 shows the configuration of a typical transponder. Here, three 400-GbE client signals are converted into a single 1.2-Tbps multilevel modulated signal for transmission and reception.


    
      [image: 230120_01.jpg]

      
        Fig. 1 Configuration of a transponder.
      

    


    Pluggable optical transceivers that transmit and receive client signals exist in multiple form factors that are defined by the standards established to address environmental concerns, and transponders are designed to enable compliant devices to be connected. As a result, users have the freedom to select the pluggable optical transceivers that best suit their applications and to modify the configurations of the transponders.


    The DSP block uses high-speed processing of the digital signals to convert the format of the transmitted and received signals and to add error correction codes and other necessary information. The optical transceivers transmit signals with multilevel modulation and demodulate received signals using coherent wave detection in real time.


    Among the functional blocks of the transponders, the digital coherent optical transceiver is responsible for the optical interface and not only directly affects the transmission capacity and power consumption but also occupies an important role in making the technology more open and green. As a result, the form factors, specifications, and power consumption standards that ensure interoperability are being actively promoted in standardization activities.


  


  
    3. Digital Coherent Optical Transceivers


    Section 3 introduces NEC’s efforts to develop high-capacity digital coherent optical transceivers, the trends toward open and green technology, and also miniaturization.


    3.1 Technology for over-800 Gbps optical transmission


    3.1.1 Digital coherent optical communication


    Digital coherent communication is one of the technologies used to increase the capacity of optical transceivers. Coherent optical communication enables multilevel modulation using information on the frequency, phase, and polarization of the carrier wave and it can significantly improve frequency utilization efficiency compared to methods that use only the intensity information of the carrier wave, which was the method used before digital coherent optical communication.


    The technology for digital coherent optical communication combines this coherent optical communication with high-speed digital signal processing. Digital signal processing compensates for wavelength dispersion, polarization dispersion, and other factors that degrade the quality of waveforms caused by optical fiber transmission, thereby enabling long-distance, large-capacity transmission.


    3.1.2 Multilevel modulation


    Multilevel modulation is made possible by the use of the phase and polarization information of the carrier wave. An example is dual polarization quadrature phase shift keying (DP-QPSK) that transfers four modulation patterns with different phases using two polarized waves. Compared to the conventional method of information transmission where one symbol transfers one bit of data, in DP-QPSK one symbol transfers two bits of data and two symbols at different polarizations are used for transmission, so the frequency usage efficiency improves by a factor of four and thereby contributes to higher capacity transmission lines. Further improvement of the frequency usage efficiency is also advanced by the 16 quadrature amplitude modulation (QAM) that increases the number of modulation patterns to 16 by varying the amplitude information in addition to the phase information and also by the 64QAM that increases the number of modulation patterns to 64. On the other hand, an increase in the number of modulation patterns results in modulation control accuracy and clarity of modulation patterns becoming issues. To ameliorate these issues, developments of modulator control methods that do not require pilot signals, improvement of the skew correction accuracy, and improvement of the signal-to-noise ratio after long-distance transmission by frequency correction are underway.


    3.1.3 Utilization of wider bandwidths


    Increasing the speed of the modulated signal increases the quantity of symbols transmittable per unit of time and thereby improves the transmission capacity. Therefore, optical components such as optical modulators and optical receivers actively work to support the wider bandwidths. Meanwhile, for optical transceivers, it is not enough to adopt optical devices that support broadband, so efforts are being made to support broadband in digital signal processors (DSP) that perform high-speed digital signal processing on demodulated signals and to design the wiring of boards to handle high-speed signals of 70 GHz or higher.


    3.1.4 FlexGrid compatibility


    While the setting interval of the wavelength used for the light source has traditionally been fixed, now flexible setting changes of light source wavelengths are supported to optimize the frequency usage efficiency of the transmission lines.


    3.2 Trend of openness


    Various standardization organizations are involved in the openness of optical transceivers, as shown in the following table, from multiple perspectives such as form factors and functional specifications. NEC is involved in activities to promote such openness in optical transmission by participating in these standardization organizations to create multi-source agreements (MSA).


    
     
       Table Standardization organizations and their standards for optical transceivers.
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    3.3 Trend of greenness


    To make optical transceivers more environmentally friendly or green, devices must not only consume less power but also meet ever-increasing traffic demands. Therefore, discussions should not consider only a simple reduction in power consumption but also consider transmission capacity versus power consumption as an index. Fig. 2 shows the power consumption of digital coherent optical transceivers to date. Assuming that the power consumption of a 100G digital coherent optical transceiver in 2016 is 100%, the current quad small form factor pluggable double density (QSFP-DD) transceiver consumes 24% of the power and has four times the transmission capacity. This means that the power consumption per transmission capacity is reduced to 6%. The QSFP-DD800, which is scheduled for development, consumes slightly more power than the QSFP-DD but has twice the transmission capacity, resulting in a 4% reduction in power consumption per transmission capacity compared to the 100G digital coherent optical transceivers. This is expected to contribute greatly to the greening of the entire network.
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        Fig. 2 Change in power consumption per transmission capacity.
      

    


    3.4 Miniaturization


    Compact and high density packaging technologies are indispensable to ensure transmission capacity while keeping the transceiver within the form specified in the common standards. This section introduces the technologies used in NEC’s digital coherent optical transceivers to achieve these goals.


    3.4.1 Miniaturization of optical components


    The nano-integrable tunable laser assembly (nITLA) further miniaturizes the conventional wavelength tunable laser, and the high-bandwidth coherent driver modulator (HB-CDM) integrates the optical modulator and peripheral drivers. The nITLA and the HB-CDM are used to reduce the mounting area and to realize compact, high-quality optical transceivers.


    3.4.2 High-density packaging of components


    As the mounting area shrinks, there is a growing need for technology to efficiently arrange mounted components. NEC has realized high-density packaging by incorporating 3D mounting design and thermal design using 3D-CAD.



    3.4.3 Miniaturization in the DSP chip process


    By using a higher degree of miniaturization in the DSP chip process, an improved performance per unit area and lower power consumption can be attained. The DSP chip process has been scaled down from 40 nm about 10 years ago to 5 nm today, contributing to the significant miniaturization and low power consumption of optical transceivers.


  


  
    4. Product Introduction


    Finally, this section introduces the digital coherent optical transceiver products being developed at NEC as shown in Fig. 3.
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        Fig. 3 NEC’s roadmap of optical transceiver development.
      

    


    4.1 QSFP-DD that supports 400ZR and OpenZR+ specifications


    The QSFP-DD shown in Photo 1 is an optical transceiver for DCI (data center interconnect) and metro applications and supports the 400ZR and Open ZR+ specifications. This product is under production.


   
      [image: 230120_05.jpg]

      
        Photo 1 QSFP-DD optical transceiver that supports 400ZR and OpenZR+ specifications.
      

    


    4.2 400G CFP2-DCO


    The 400G CFP2-DCO (100-gigabit, form-factor pluggable bi-directional digital coherent optical module) shown in Photo 2 is an optical transceiver for DCI and metro applications supporting 400ZR, OpenZR+, and OpenROADM specifications. Samples are now available.


   
      [image: 230120_06.jpg]

      
        Photo 2 400G CFP2-DCO optical transceiver.
      

    


    4.3 Pluggable transceivers that support 800ZR and ZR+


    The QSFP-DD800 (Fig. 4) and OSFP-XD (extra dense) optical transceivers will be developed for DCI and metro applications supporting 800ZR and 800ZR+. These products are under development with sample shipments targeted for 2024.


   
      [image: 230120_07.jpg]

      
        Fig. 4 QSFP-DD800 optical transceiver.
      

    


  


  
    5. Conclusion


    In this paper, we introduced the technologies used to increase the capacity of optical networks including digital coherent optical communication and multilevel modulation; broadband technologies; the trends toward the openness and greenness of optical transceivers; and NEC’s optical transceiver products. The global trend toward higher capacity, openness, and greenness will continue to accelerate in the future. To lead these trends, NEC is determined to continue to develop and apply advanced optical device technologies to its products and participate in standardization organizations.
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    Abstract


    Data plane traffic in 5G mobile networks is expected to continue to grow rapidly in the future. Mobile communications providers face challenges in terms of location and power usage as they need to expand their facilities to accommodate this traffic. NEC is contributing to solutions by applying a variety of technologies to mobile networks. To preserve the global environment and pass it on to future generations, NEC is continually promoting R&D into carbon-neutral technologies and contributing to their implementation in society. This paper introduces some of the main technologies in this field.
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    1. Introduction


    Data plane traffic in 5G mobile networks is expected to continue to increase rapidly in the future due to diversified use cases and richer content. Mobile communications providers are required to implement mobile networks compatible with large-capacity data traffic.


    Meanwhile, mobile communications providers are also setting environmental goals for their business activities as activities to realize a carbon-neutral society gain momentum around the world.


    Against this social backdrop, mobile communications providers are required to deal with continually growing traffic and to contribute to the implementation of a carbon-neutral society through a reduction of facilities and equipment as well as a reduction of power consumption.


    This paper describes the technologies used to achieve these requirements.


  


  
    2. Software Requirements for Data Plane Equipment


    In the past, data plane devices in mobile networks were generally implemented as dedicated equipment that integrated software and hardware, but recent advancements in virtualization technology and software openness are enabling data plane devices to be implemented as a kind of software. As a result, it has become possible to create inexpensive, high-performance data plane devices using general-purpose hardware. On the other hand, for general-purpose equipment, a general-purpose operating system (OS) and general-purpose communication drivers are usually used. While these are easy to procure and have excellent cost performance and interoperability with various applications, they also have challenges such as operations using the general-purpose OS, inefficient hardware resource usage, and the need for highly difficult tuning to achieve power efficiency. The solutions to these challenges have become urgent tasks.


    As a result of this technological evolution and current trends, the requirements for data plane equipment have changed from dedicated hardware to general-purpose hardware, from cloud native to high capacity, as well as carbon neutral.


    2.1 Implementation of high-performance data plane software


    NEC’s data plane software achieves high performance without the need for tuning each server by maximizing the efficiency of hardware resource usage while understanding the characteristics of each type of hardware technology that is used. Low costs and high throughput are attained thanks to the diversity of general-purpose server choices. Specifically, NEC has established a method for data plane packet processing that aims to maximize the processing efficiency by using a general-purpose OS to achieve openness and by understanding the characteristics of CPU architecture, network devices such as the DPDK (Data Plane Development Kit), and functions provided by the general-purpose OS. We have established a method for data plane packet processing to maximize the processing efficiency (Fig. 1). Specific technologies for these aforementioned measures will be discussed in the following subsections.


     
        [image: 230121_01.jpg]
        
         Fig. 1 Implementation of high-performance data plane software.
        

     


    2.1.1 Architectural transformation


    (1) Simplified, more efficient processing


    • Faster memory access


    
    With the CPU, every CPU core has a cache memory*1 that serves a temporary storage of accessed data. To speed up the processing of an application, the cache hit rate (probability that the referenced data exists in the cache) can be increased to decrease the number of times that the physical memory is accessed. Because the size of the cache memory is very small, the data referenced by the application is designed with the cache size in mind. Cache prefetching before accessing the data is considered as a way to improve efficiency. In addition, every CPU core has a cache called the translation look aside buffer (TLB) that stores the mapping between virtual and physical addresses. If access exceeds the cacheable limit, a TLB miss occurs and the memory access performance decreases. To prevent a TLB miss from occurring, data design is done so that the memory area referenced by the application running on the CPU core fits in the cache.


    


    • Faster execution of instructions


    
    The CPU has a mechanism similar to a data cache that caches instructions. When the same processing is performed several times, access to the physical memory occurs the first time, but from the second time onwards, the instructions in the cache can be loaded and processed to thereby reduce the CPU load. To increase the efficiency of instruction cache usage, multiple packets are processed together (by bulking).

    


    (2) More efficient CPU usage


    • Maximizing CPU usage efficiency


    
    The CPU mounted in universal hardware has a multicore configuration. To maximize the efficiency of CPU resource usage without being affected by the number of CPU cores, processing independence is increased for each CPU core in conjunction with the aforementioned simplified software processing. Also, the system is designed so that the need for exclusive control between CPU cores is eliminated. Specifically, each CPU core is allocated an independent memory area and each user is assigned to a specific CPU core for processing. The number of CPU cores assigned for packet processing can be varied to maximize the performance per CPU core regardless of increases or decreases in the number of CPU cores.

    


    2.2 Power savings


    In general, the performance of an application is improved by adding advanced application processing. This results in an increase in CPU processing and tends to increase power consumption.


    To achieve both high performance and power savings, NEC is promoting the following technological research (Fig. 2).
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         Fig. 2 How to attain power savings.
        

     


    2.2.1 Processing offload to NIC


    By replacing (offloading) some of the application functions with those provided by the network interface card (NIC) and by optimizing the software processing, the amount of CPU processing and the power consumption are reduced. Also, by minimizing the number of conditional branches in software processing, the entire process is simplified to achieve an even more efficient processing.


    2.2.2 Power control technology


    When processing packets using the DPUK, to achieve high performance, polling monitoring of the NIC is constantly performed, so the usage rate of the CPU core is always 100%. Usually, mobile communications providers design their facilities for peak periods, which are several hours a day. As a result, the operation rate is low most of the day, consuming more power than necessary. To solve this challenge, NEC is working on verifying the power optimization of server control in accordance with traffic volumes.


    The power optimization of server control optimization enables a significant reduction of the power consumption in off-hours by dynamically controlling and optimizing the server CPU status in accordance with the volume of traffic.


  
    *1 High-speed, small-capacity memory used by the CPU to retrieve or update information including data and instructions.

  



  


  
    3. Conclusion


    As we move toward the Beyond 5G/6G era, general-purpose technologies such as the CPU and the NIC will also evolve. We believe that one day we will live in a world where heterogeneous computing*2 is realized by combining the advantages of each and every vendor.


    NEC continues to contribute to the advancement of mobile networks and the resolution of social issues by quickly adopting cutting-edge technologies that take advantage of the characteristics of general-purpose hardware.


  
    *2 Computer system built by combining different types of processors.
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    Abstract


    5G (fifth-generation mobile communication system) defines network slicing technology that virtually separates the network layers. Network slicing makes it possible to provide use cases required for 5G — such as high speed and high capacity (eMBB), multiple connections (mMTC), and ultra-reliability and low latency (URLLC) — on a single network infrastructure. 5G is expected to solve a variety of social issues, and this paper introduces the network slicing technology developed by NEC that enables communications service providers to provide services promptly.
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    1. Introduction


    Faced with social issues such as a declining birthrate, an aging population, and depopulation, Japan is reaching the limits of its traditional reliance on people to deal with these issues. The use of ICT is indispensable to solve social issues such as the decrease in the workforce and public services, the continuation of store operations, and the maintenance of functions required for daily life and economic activities. 5G, characterized by its ability to communicate large volumes of data with various devices at low latency, is expected not only to solve these problems as a means of digital transformation (DX)*1 in society as a whole but also to serve as the foundation for a more affluent lifestyle. This paper introduces the network slicing of NEC as a technology that can be used to solve these social issues.


  
    *1 Changing the shape or style of business, society, and life through digital technology.

  



  


  
    2. Network Slicing Technology


    2.1 Features of 5G networks and application of slicing technology


    Since their introduction in the 1980’s, mobile communications systems have evolved over the course of each decade and are presently so widespread globally that the number of cellphone subscribers has exceeded the number of people. Nevertheless, mobile communication systems shared limited radio resources until4G, and mobile communications providers had to provide services using best-effort networks.


    5G networks have three main features: 1) high speed and high capacity; 2) multiple connections; as well as 3) ultra reliability and low latency. These features are expected to be applied not only to cellphones but also to industrial domains. For example, high speed and high-capacity communications for use cases such as high-definition video distribution and VR*2/AR*3, multiple connections for use cases such as logistics management and smart cities, and ultra reliability and low latency for applications such as remote control and autonomous driving are requirements for networks (Table).


     
      
        Table Features of 5G and examples of use cases.
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    To achieve all this, 5G requires networks that can respond to a variety of requirements. But building individual networks for each requirement is not realistic because it leads to excessive plant investment and operational burdens. In addition, 5G, which is expected to be a means of digital transformation, requires a flexible network that can quickly follow up on changes to help solve whatever social issues emerge in the future.


    In 5G, a technology called network slicing has been introduced to form virtual logical networks (slices) on the physical network. Network slicing can separate traffic for different applications and services with different requirements. For example, one service can be provided in a high-speed, high-capacity slice while another service can be provided in a highly reliable, low-latency slice.


    2.2 Overview of network slicing architecture


    Network slicing logically divides configurations and resources according to the requirements of a service. 5G introduces this technology in core networks and radio access networks (Fig. 1).


    
      [image: 230122_02.jpg]

      
        Fig. 1 Network slicing in 5G.
      

    


    The standard technical specifications for network slicing were established in the 3rd Generation Partnership Project (3GPP) Release 15. A slice identifier called single network slice selection assistance information (S-NSSAI) is defined as signaling information, and slices are formed by notifying the S-NSSAI from the terminal to the radio access network (RAN) and core network. The S-NSSAI also includes the following service types: high speed and high capacity (eMBB), multiple connections (mMTC), as well as ultra reliability and low latency (URLLC).


    2.3 Network slicing in the core network


    The basic configuration of a 5G core network (5GC) is defined by 3GPP. The system configuration depends on the mobile communications providers and vendors, but in any configuration, the UPF*4 is deployed on a slice-byslice basis (Fig. 2).
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        Fig. 2 Image of slices.
      

    


    The 5G terminal (UE) uses the call processing signal (on the C-plane) to send the slice identifier (S-NSSAI) to the AMF*5 when communication starts. The AMF selects the SMF*6 according to the slice identifier requested by the terminal, and then the SMF selects the UPF to form a slice in the core network.


    The UPF is a function in the core network that enforces quality of service (QoS) rules for user packets (on the U-plane) and transmits or receives user packets to and from the data network (DN). Assigning a UPF to every slice guarantees the QoS of user packets required by each slice.


    Because 5GC accommodates networks with different features and is a social infrastructure system, the QoS of each slice is an important requirement.


  
    *2 Virtual reality: Technology that enables the user to simulate a seemingly real virtual space created by digital technology.

    *3 Augmented reality: Technology that virtually enhances or augments an existing landscape by superimposing virtual visual information on it.

    *4 User plane function: Function for processing user data that is transmitted or received.

    *5 Access and mobility management function.

    *6 Session management function.


  


  


  
    3. Realization of Network Slicing


    3.1 Issues in realizing network slicing


    Terminals can select a slice for use in data communications according to the application and service type. However, because the application is not aware of the slice, user packets do not contain information for identifying the slices. Consequently, as described in section 2.3, the UPF must be deployed for each slice to process user packets on a slice-by-slice basis. If slices are built on a per-service basis, the UPF must be built every time a service is added. In such cases, it is necessary not only to build the UPF but also to add settings to the peripheral network devices (for example, the UPF IP address to the SMF, slice information, etc.). This means that the prompt, responsive provision of services required for digital transformation cannot be attained (Fig. 3).
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        Fig. 3 UPF for every slice.
      

    


    If the UPF can accommodate several slices, mobile communications providers can provide services by simply adding new slices to the UPF that has already been built. This can simplify the work involved in adding services and thus speed up the process of providing services (Fig. 4). To make this possible, the physical resources (e.g., CPU cores) of a UPF must be separated by slices, and packets must be processed independently for each slice in the UPF.


    
      [image: 230122_05.jpg]

      
        Fig. 4 Multiple slices in a single UPF.
      

    


    However, the UPF cannot identify slices from user packets. When user packets from multiple slices are mixed together when received, the UPF cannot process the user packets by separating them by slice (Fig. 5).
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        Fig. 5 Issues when accommodating multiple slices.
      

    


    3.2 NEC’s network slicing technology


    A tunneling protocol called General Packet Radio Service Tunneling Protocol (GTP)*7 is used between the base station (RAN) and the UPF. In the tunnels, user packets are encapsulated into a GTP packet (a GTP header is added to each of the user packets) and then sent and received. The GTP header contains a tunnel identifier*8 that is unique to each terminal and assigned by the UPF when the terminal connects to the core network.


    The NEC UPF uses a tunnel protocol called the Generic Routing Encapsulation (GRE) for forming the slices between the UPF and the DN. In the tunnels, user packets are encapsulated into a GRE packet and then sent and received. The GRE header also contains a tunnel identifier that is unique to each terminal and assigned by the UPF.


    To solve the challenges described in section 3.1, the NEC UPF enables the user packet slice to be identified by implementing the following functionality (Japanese unexamined patent publication no. 2021-170729).


    (1) Assignment of index information to tunnel
identifiers


    
    The UPF assigns index information (a value associated with the S-NSSAI to identify a slice) when assigning GTP or GRE tunnel identifiers.

    


    (2) Construction of a condition table for slice identification


    
    The UPF constructs a table that maps index information to the S-NSSAI.

    


    (3) Matching of index information with the condition table


    
    When a user packet is received, the UPF identifies the slice by referencing the index information contained in the tunnel identifier and matching it against the condition table (Fig. 6).
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        Fig. 6 Slice identification process for user packets.
      

    


    When slice-specific processing is performed in the UPF, the reception processing of the UPF needs to simultaneously process user packets in multiple slices. Because this causes the load to be concentrated in the reception processing, the overall system performance may be affected if the UPF is implemented only as software. The NEC UPF separates the slice identification processing from the CPU and utilizes a SmartNIC*9 to execute the processing with the network interface card (NIC). By identifying the slice on the SmartNIC, simultaneous processing of user packets in more than one slice is possible while the impact on performance is minimized.


    This technology makes it possible to separate resources in the UPF for each slice and independently perform processing with different characteristics in accordance with the requirements of the slice in a single UPF. For example, a high-speed, high-capacity slice performs processing specialized for achieving a high bandwidth while a high-reliability, low-latency slice performs processing specialized for guaranteeing real-time performance.


    This eliminates the need to construct a new UPF when a new service is necessary, so new services can be provided promptly by simply adding a slice to an existing UPF. NEC expects that this technology can quickly provide the networks required by users in the 5G era to solve social issues and that this technology will be used in various cases in the future.



  


  
    *7 A communication protocol for constructing virtual transmission paths on a network and sending or receiving data.

    *8 Tunneling Endpoint Identifier (TEID) that can be set by the UPF with an arbitrary value for each user packet.

    *9 An NIC that can reduce the CPU load by using a special processor (e.g., a field-programmable gate array (FPGA)) to execute CPU processing on the NIC for IP user packet processing and other load-bearing processes that cause the processing capacity to drop.



  


  
    4. Conclusion


    In this paper, we describe NEC’s network slicing technology designed to solve various social issues. NEC is determined to promote activities that emphasize collaboration with customers, to demonstrate the superiority of NEC’S network slicing, and to realize its implementation in society.
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    Abstract


    In recent years, expectations are rising for the realization of an affluent society by promoting digital transformation (DX) and high productivity through Beyond 5G, the Internet of Things (IoT), and artificial intelligence (AI). Against this backdrop, in addition to conventional policies of improving the average quality of service (QoS), there is an increasing need to strengthen policies that precisely adhere to ICT performance requirements per communication session and in real time to enable applications to be used with high performance (work speed, productivity, etc.) in a stable manner. This paper introduces an application-aware ICT control technology that enables the stable use of applications at high-performance levels.
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    1. Background


    In response to social issues such as the declining workforce due to the falling birthrate and an aging population as well as problems related to technology succession and aging infrastructure, there is a growing need to solve social problems by using machines to do the many tasks that could previously only be done by humans1). As a means to achieve this, there are growing expectations to promote digital transformation (DX) by methods such as automation and labor saving through remote monitoring and control using Beyond 5G, the Internet of Things (IoT) and AI. In the field of remote monitoring and control, many use cases require equipment to be mobile and easy to install. This means that wireless communication is essential, and high application performance (such as for the accuracy of the video content analysis of images from security cameras, transport throughput of automated guided vehicles, and safety in autonomous driving) must be guaranteed. Accordingly, in addition to conventional policies to improve communication quality, there is a growing need to strengthen policies that precisely adhere to ICT performance requirements related to communication quality, response performance, etc. per communication session and in real time to enable use with the stable use of high-performance applications. This paper introduces application-aware ICT control technology that enables such stable usage of the aforementioned applications.


  


  
    2. ICT Performance Requirements for Applications


    Section 2 discusses the performance requirements for ICT infrastructure in promoting DX through remote monitoring and control using Beyond 5G, IoT, and AI.


    2.1 Responding to the diversification of applications and their requirements


    The expansion of the target areas (such as factories, warehouses, construction sites, etc.) for DX promotion through remote monitoring and control requires support for a wide variety of applications and their ICT performance requirements. However, because of the difficulty in securing experts who have a deep understanding of both applications and ICT infrastructure and because the need to optimize ICT infrastructure in real time makes it difficult to manually handle the tasks, functions are required to automatically optimize ICT infrastructure.


    2.2 Meeting stringent bi-directional ICT performance requirements


    In promoting DX through remote monitoring and control, there is a strong need to ensure that applications are available with stability and high performance, because application performance often directly affects the performance of the core business. To achieve this, strict ICT performance requirements must be met. Furthermore, for example, in the remote control of factory automation and of robots, the bi-directional communication consisting of the status monitoring and control instructions for equipment and robots must be completed within a certain amount of time, so high ICT performance (high reliability, low latency, etc.) must be maintained in both the upstream and downstream directions.


    2.3 Supporting a mix of multiple applications


    In promoting DX, a wide variety of applications and their requirements must be considered, and the same application may generate several types of traffic with different requirements. For instance, when video distribution that requires high-speed, high-capacity communication and remote control that requires high reliability and low latency are mixed, a wide range of ICT performance requirements must be addressed simultaneously, such as achieving high reliability and low latency while maintaining high-capacity communication.


  


  
    3. AI-based Radio Quality Analysis


    Section 3 describes the technology for learning-based radio quality analysis that enables the visualization and the analysis of radio quality with AI to immediately identify the cause of deterioration in communication quality and to take proper measures2)3).


    3.1 Challenges


    In the field of remote monitoring and control where active use is made of Beyond 5G, IoT, and/or AI, communication quality may deteriorate due to fluctuations in the radio wave environment caused by the movement of equipment and people. Because radio waves are invisible, the cause of the degradation is difficult to identify, and analysis requires a great deal of time and effort. As a result, there is a need to automatically identify the causes of poor communication quality and to shorten the time required to take action.


    3.2 Solution


    The learning-based radio quality analysis technology described in this section uses AI to analyze the characteristics of radio quality fluctuations and automatically identify the causes of degradation in performance per communication session in real time. Specifically, it simulates situations in which multiple causes (distance attenuation, shielding, fading, etc.) affect communication quality, generates time series data of radio quality index values, and uses the simultaneous time series data to learn by using machine learning methods. Then, it automatically identifies the causes of degradation in communication quality in the field from the time series data of the radio quality index values in the actual environment.


    3.3 Effectiveness


    Experiments have confirmed that AI can identify the causes of degradation in communication quality with high accuracy, even when individual causes of quality degradation occur independently or when multiple causes occur in combination (Fig. 1). AI automatically identifies and visualizes the causes of degradation in communication quality and the extent of the impact, making it possible to take prompt action based on that information, and as a result, applications can be used with stability and high performance.
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        Fig. 1 AI-based radio quality analysis.
      

    


  


  
    4. Application-Aware RAN Optimization


    Section 4 describes a system that automatically optimizes the radio access network (RAN) in accordance with the requirements of each application.


    4.1 Challenges


    Regardless of how sophisticated the standard specifications of the 5G or Beyond 5G are or how optimized the network slice design/construction is at service launch or how optimized the allocation of computing resources to the RAN is, there is a limit to how well they can respond to dynamically changing communication requirements and ever-changing radio quality. Dynamic, real-time, intelligent RAN optimization is essential to achieve a stable and high application performance in such a fluctuating environment.


    4.2 Solution


    AI, which understands both the application and the RAN, intelligently and automatically optimizes the RAN to enable a world where applications can be used with stability and high performance without the presence of ICT infrastructure in a transparent and open network architecture that is easy to deploy internationally. AI is incorporated in the RAN Intelligent Controller (RIC) as defined by the O-RAN Alliance4) to intelligently control the O-RAN central unit (O-CU) and the O-RAN distributed unit (O-DU). By doing so, the features of 5G and Beyond 5G (high speed, high capacity, high reliability, low latency, etc.) can be maximized and applications can be used with stability and high performance (Fig. 2).
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        Fig. 2 Application-aware RAN optimization.
      

    


    4.3 Effects


    The experiment confirmed that an application’s communication requirements can be achieved with high reliability in an environment where the application’s ICT performance requirements and radio quality vary in accordance with the field conditions (e.g., movement of equipment, risk of collision between devices, etc.).


  


  
    5. Remote Monitoring System Using Video Streaming Technology


    Section 5 describes a remote vehicle monitoring system using video streaming technology5)6).


    5.1 Challenges in remote monitoring


    A remote vehicle monitoring system must distribute videos through wireless networks. However, because the communication speed of the networks slows down when the radio environment deteriorates, the amount of video data must be reduced to maintain the image quality required for monitoring.


    5.2 Solution


    NEC has developed a learning-based media transmission control technology that can reduce the amount of video data by learning the regions of interest and the optimal image quality required for image analysis at the monitoring center and by controlling the quality of the transmitted video and has also developed a vehicle remote monitoring system using this technology (Fig. 3). This system consists of an integrated monitoring screen that lists the video images of all vehicles to be monitored and a detailed monitoring screen that zooms in on vehicles requiring operator attention or intervention. At the monitoring center, object detection, lane detection, distance estimation, and other functions are performed on the images transmitted from the vehicles. When a person, bicycle, or vehicle enters within a certain distance from the vehicle’s lane, the system determines that operator attention is required and displays videos of the vehicle in question on the detailed monitoring screen together with an alert.
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        Fig. 3 Remote vehicle monitoring system.
      

    


    5.3 Effectiveness


    After conducting a demonstration experiment in which two vehicles were monitored, operators evaluated the system as less burdensome and capable of monitoring multiple vehicles compared to the existing system.

  


  
    6. Edge-Cloud Processing Optimization


    Section 6 describes the technology for optimally sharing AI video analysis tasks in a distributed edge cloud computing environment that is connected by wireless networks.


    6.1 Challenges in inference processing of video analysis


    In video analysis such as for behavior recognition, the processing load fluctuates in accordance with the number of objects in the video frame. This is dealt with, for example, by transferring the processing tasks that cannot be accommodated in the edge to the cloud. This method, however, results in a loss of data or a degradation in accuracy unless an optimal task distribution method is selected that takes into consideration the variations of the wireless network performance.


    6.2 Solution


    To solve this problem, NEC has developed a technology for edge-cloud processing optimization that transfers the processing for the AI video analysis from the edge to the cloud by considering variations in the wireless network performance between the edge and the cloud (Fig. 4). This technology predicts fluctuations in processing load and performance of wireless networks. It then calculates and selects the optimal processing pipeline based on these constraints, thereby achieving dynamic changes in the allocation of processing.
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        Fig. 4 Edge-cloud processing optimization.
      

    


    6.3 Effectiveness


    An experiment using video from a construction site and AI-based behavior recognition has confirmed that accuracy degradation can be reduced by selecting the optimum allocation in accordance with the number of objects in the video frames and fluctuations in wireless network performances.


  


  
    7. Conclusion


    In this paper, we described application-aware ICT control technologies that enable applications to be used in a stable manner with high performance. As specific examples, we introduced a technology for radio quality analysis based on the active use of AI, a technology for application-aware RAN optimization, remote monitoring systems using video distribution technology, and a technology for edge-cloud processing optimization. By using these technologies in accordance with the ICT performance requirements of applications and by effectively utilizing network and computing resources, we can achieve high performance for a wide variety of applications.
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    Abstract


    With mobile traffic skyrocketing, telecom operators face the urgent need to scale their networks further while also aiming to curb investment costs and optimize network resource utilization. In this paper, we explore how using the public cloud as a key solution helps telecom operators meet this challenge. We present the essential technologies for maximizing the potential of the public cloud for 5G Core networks and introduce our initiatives to facilitate its implementation.
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    1. Introduction


    5G is garnering significant attention as a social infrastructure that fosters the creation of innovative services and solutions, and 5G Core Networks (5GC) is the base around which 5G networks are built.


    There is a strong expectation for the application of 5G technology across a wide range of vertical industries such as vehicles, transportation, manufacturing, medical care, education, tourism, and public services. This anticipation stems from the desire to diversify the uses of 5G services, both within the offerings of telecom operators and through private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper) networks. Under such circumstances, telecom operators are compelled to strengthen and expand their network equipment to cater to the ever-growing user traffic and the increasing number of devices connecting to 5G networks. Meanwhile, minimizing the power consumption of their expanded network equipment has emerged as a significant concern, given the current focus on achieving carbon neutrality and fostering a greener environment.


    To address this challenge, telecom operators are increasingly turning to the utilization of the public cloud as a key solution. By leveraging the public cloud, they can automate the scaling of network resources, ensuring seamless adjustments in response to evolving traffic demands, which leads to substantial cost reductions in network operation, maintenance, as well as the design and building of their network.


    NEC 5GC is fully cloud-native, employing a microservice architecture that offers high flexibility and scalability, aligning seamlessly with the characteristics of the public cloud. For example, NEC 5GC aids telecom operators in maintaining service continuity and resilience at an optimal cost by leveraging a hybrid environment that combines their on-premise private cloud and the public cloud, which proves particularly valuable in scenarios involving disasters or unexpected traffic spikes.


    In this paper, Section 2 focuses on key technologies and features employed in the process of NEC’s successful onboarding of 5GC on the public cloud. Following that, section 3 delves into the benefits and challenges associated with the implementation, and finally, section 4 introduces a range of use cases.


  


  
    2. Key Technologies and Features


    NEC 5GC1)2) is an open product that is compliant with the 3rd Generation Partnership Project (3GPP) standards, ensuring compatibility with multi-vendor ecosystems. It is a fully cloud-native solution, leveraging a microservice architecture for rapid time-to-market onboarding and flexible scalability according to specific requirements. This adaptability allows NEC 5GC to cater to a wide range of scales, from small-scale private 5G deployments to large-scale telecom networks. Furthermore, by leveraging virtualization and containerization, the same 5GC software can be seamlessly deployed across both on-premise container platforms and public cloud container platforms.


    2.1 Microservice architecture


    NEC 5GC adopts a fully virtualized and containerized cloud-native architecture (Fig. 1). It enhances the expandability, flexibility and maintainability of the system by utilizing containerized microservices, which are stateless and deployed on a container platform.
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        Fig. 1 NEC 5GC microservice architecture.
      

    


    2.2 Multi-platform support


    NEC 5GC is designed to be platform-agnostic, capable of running on both on-premise and public cloud environments. The deployment options that are ready to be launched can be categorized into three models (Fig. 2). The first model is “container on VM,” which combines virtualization and containerization, allowing NEC 5GC containers to work within a virtual machine (VM) environment. The second model is “container on baremetal,“ where NEC 5GC runs on a purely containerized environment. The third model involves the utilization of Amazon Web Services (AWS) on which NEC 5GC is onboarded. With these various options available, telecom operators can select the deployment model or combination that best suits to their existing infrastructure and network environment.
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        Fig. 2 Multi-platform compatibility.
      

    


  


  
    3. Benefits and Challenges


    3.1 Benefits of using the public cloud


    The key benefit of using the public cloud is that telecom operators can enjoy significant operation cost reductions by efficiently scaling their network in response to fluctuating traffic demands. Another benefit is the improved time-to-market achieved by using the managed services of the public cloud, which enables the streamlining of the network operation and management, and acceleration of the design, build and operation cycles. This facilitates the rapid generation of new businesses and the prompt delivery of solutions to social issues (Table).


    
      
        Table Advantages of public cloud use.
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    3.2 Example of 5GC configuration on AWS


    By leveraging the aforementioned benefits, we provide an illustrative example of a 5GC configuration on AWS as a model case (Fig. 3).


    
      [image: 230124_04.jpg]

      
        Fig. 3 Example of a 5GC system configuration on AWS.
      

    


    Given that NEC 5GC is cloud-native and built on a microservice architecture, it can be seamlessly onboarded and operated on Amazon EKS. Data processing and storage within the 5GC software is clearly separated. This design allows for the optimized utilization of AWS managed service when using the database tools to handle the data storage of 5GC software.


    3.3 Challenges telecom operators face when building 5G networks using the public cloud


    Trials and commercial deployments of 5GC using the public cloud are currently underway across various regions, with many focusing on smaller-scale implementations such as private 5G networks.


    To further drive the advancement and widespread adoption of 5G, collaboration between private cloud and public cloud is crucial. NEC is actively collaborating with telecom operators to build an innovative mobile core through a proof of concept (PoC) that aims to harness the benefits of both private cloud and public cloud technologies, specifically by achieving carrier-grade quality and flexible resource management in the cloud simultaneously.


    There are many challenges associated with using the public cloud while maintaining carrier-grade quality, such as ensuring large scalability to accommodate millions of subscribers, implementing automatic scale-out capabilities in the event of disasters or sudden traffic spikes, and performing software upgrades without service interruption, among others.


    NEC is committed to tackling these challenges and continuously working towards finding solutions for the next-generation core network, based on our extensive insight and expertise gained through our longstanding development of mobile core products for telecom operators.


  


  
    4. Use Cases


    In chapter 4, we present two use cases as part of NEC’s initiatives to expand 5G. The first showcases a telecom operator’s successful reduction in power consumption, and the second highlights the application of a private 5G solution for an enterprise customer.


    4.1 NEC reduces power consumption for 5GC using AWS


    NEC is committed to contributing to the creation of a sustainable society by delivering environmentally friendly and energy-efficient mobile infrastructure. One way NEC aims to achieve this is by onboarding NEC 5GC on AWS Graviton2 processors, which provide a substantial performance boost and contribute to reducing the carbon footprint of IT workloads. With this technology, NEC has demonstrated around 70% reduction in power consumption compared to the incumbent CPU.


    In the demonstration, we ran the NEC 5GC C-Plane software on the Graviton2 processor at AWS, made measurements of the power related metrics, and calculated the impact to the environment. For the demonstration, we used EC2 instances on the Graviton2 processor (Graviton2 environment) and Amazon Elastic Compute Cloud (Amazon EC2) instances on the fifth generation x86 processor (x86 environment). Both environments exclusively hosted 5GC software, and we injected traffic loads into each environment to measure the power consumption when the load was on and off. As a result, we successfully confirmed that the power consumption of the Gravtion2 environment was approximately 70% lower compared to the x86 environment (Fig. 4)3).
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        Fig. 4 Verification of power saving capability of 5GC using AWS Graviton2.
      

    


    4.2 Use in the private 5G domain


    NEC has established itself as a leader in the private 5G domain by providing the NEC 5GC as a comprehensive managed service on AWS that includes operation, monitoring and maintenance. In fact, several private 5G operators follow this business model (for instance, to offer 5GC as managed service), and use it to provide private 5G services to a diverse range of vertical industries (Fig. 5).
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        Fig. 5 Usage examples of private 5G.
      

    


    Deploying 5GC on AWS offers the advantage of starting small with minimal initial costs and then scaling out as needed. Additionally, user data traffic can be processed locally at the edge location where User Plane Function (UPF) is deployed so that only control plane signaling is transmitted to and from the public cloud. By implementing this approach, the costs associated with transmitting large volumes of user data across the backhaul network can be significantly minimized. This approach also helps mitigate potential security risks by keeping user data traffic localized at the customer’s site.


    Currently, there is significant momentum in the experimental demonstrations and trial launches of private 5G networks across a wide range of vertical industries including manufacturing, airports, factories, hospitals, and railways.


  


  
    5. Conclusion


    The adoption of the public cloud is gaining traction as an integral part of the social infrastructure, and NEC has demonstrated its commitment through the successful onboarding of 5G Core (5GC) on the public cloud. This achievement is of utmost importance as the need for agile and on-demand delivery of multiple services continues to grow, with the use of the public cloud serving as a key solution. NEC has positioned itself at the forefront of the industry, collaborating closely with telecom operators to pioneer the development of a cutting-edge 5G network. Drawing on our extensive expertise and technologies gained through the commercial deployment of 5GC, we are fully committed to tackling new challenges and driving advancements in the field.


  


  
    * Amazon Web Service and AWS are trademarks of Amazon com, Inc. and/or its affiliates in the U.S. and other countries.


    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    An enormous amount of network equipment, including base stations, is being deployed worldwide by communication service providers (CSPs). It is not unusual for a single CSP to have more than a million pieces of equipment — which are built, updated, broken down, and repaired on a daily basis and which are also supported day and night by a large number of staff involved in infrastructure maintenance. The operations of such network equipment are carried out by a group of systems called operating supporting systems (OSS). This paper introduces NEC’s next-generation OSS and orchestration products now being developed under the concept of autonomous networks with the aim of zero-touch operations by minimizing human contact and enabling networks to autonomously operate by themselves.
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    1. Introduction



    In the networks of communication service providers (CSPs) in the Beyond 5G and 6G eras, edge data center are widely used and virtual resources will be distributed geographically and across networks in thousands of small-scale data centers (ranging from 1,000 to 10,000 locations in the case of Japan) throughout base stations, fixed access networks, and core networks. It is essential to optimize the configuration and placement of such distributed resources in terms of time, space, power consumption, and network performance. Achieving this optimization manually within the required time frame, however, is difficult from the viewpoint of computational complexity, because a vast number of variables need to be considered. The challenge is to thereby enable the network itself to autonomously change its configuration.


  


  
    2. Initiatives in the world


    The TM Forum has been focusing on autonomous networks that combine virtualization and artificial intelligence (AI) to automate operations in an effort to enable networks themselves to autonomously change their configurations. The TM Forum has defined this concept and identified six levels of automation from “no automation” to “full automation”1) (Fig. 1). Currently, many CSPs worldwide have stated that they have achieved Level 1 or 2 in terms of automation and are looking forward to increasing their level to Level 3 or 4 within the next three years2).
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         Fig. 1 Levels of Autonomous Networks.
        

     


    To achieve Level 5, which means full automation, it is crucial to work on intent-based technology. In other words, it requires a sophisticated system that can include its interpretations of human “intent”.


  


  
    3. NEC’s approach


    3.1 Overview


    To provide solutions to help achieve the autonomous networks of Level 5 and to achieve operational automation, we are developing the NEC operations support system (NEC OSS).


    The NEC OSS has the necessary elements for network operation systems while also providing assurance, fulfillment, and orchestration. It is a framework product that combines microservices-based functionality to offer both the flexibility of building a product from scratch and the basic features of a packaged product (Fig. 2).


     
        [image: 230125_02.jpg]
        
         Fig. 2 NEC OSS portfolio.
        

     


    In recent years, emerging challenges in the Japanese market include the so-called “2025 Digital Cliff,”3) which is a combination of human resource and technological risks for Japanese companies, and the need for faster service delivery. As a solution to these challenges, the trend towards the digital transformation (DX) of operations is growing, and CSPs are increasingly being expected to perform development and operations by themselves. To address these new requirements, the NEC OSS — in addition to its high customizability — uses no-code, low-code*1 technologies, which are solutions with a support menu to accelerate in-house production efforts.


    Details how the NEC OSS provides fulfilment, assurance and orchestration are described in section 3.2 and subsequent sections.


    3.2 Assurance


    The NEC Assurance system provides CSPs with monitoring capabilities essential for operational and maintenance tasks. It improves efficiency and facilitates maintenance operations, helping achieve reduced maintenance downtime and faster fault recovery.


    The networks of CSPs are now becoming more and more complex due to the coexistence of multiple generations of networks, including 3G, 4G, 5G, and 6G, as well as the rise of network virtualization and cloud-native management layers. This complexity has resulted in increased maintenance operations and prolonged fault recovery times.


    Our NEC Assurance system supports multi-vendor equipment and includes functions for network monitoring, such as fault management, performance management, and IT Service Management (ITSM) areas such as ticket management and change management. It also features automation capabilities to streamline a series of maintenance flows comprised of monitoring, inspection, and diagnostics. It is also capable of executing automated controls triggered by a combination of alarms and performance information as well as executing a correlation analysis that automatically identifies root causes of alarms using device topology and alarm information. The functional configuration of the NEC Assurance system is shown in Fig. 3.
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         Fig. 3 Functional configuration of the NEC Assurance system.
        

     


    We are working on the advancement of maintenance operations through the use of artificial intelligence (AI) and machine learning (ML). We have already successfully been able to detect silent failures where no alarms are activated as well as successfully used predictive anomaly detection by comparing prediction data with actual data to detect conditions that differ from the usual normal conditions. What is more, we also provide a big data storage platform for AI/ML-based analysis and an AI/ML engine management platform capable of managing AI/ML engines from multiple vendors. This enables CSPs to select and carry out AI/ML solutions that are best suited to their needs.


    3.3 Fulfillment


    The NEC Fulfillment system provides the functions of network design, configurations, and testing that are required to build telecommunication networks managed by CSPs.


    In recent years, the need for the rapid construction of base stations has become an issue for CSPs to expand their coverage areas because of the transition to 5G. Also, as networks are becoming more and more complex, carriers are required to diversify services, ensure quality, and reduce power consumption, and carriers are promoting the automation of fulfillment operations. It is expected that Beyond 5G and 6G networks will be required to provide data communications with higher speed, higher capacity, and lower latency than 5G networks. For this reason, it will be necessary to further advance operations in network construction.


    The NEC Fulfillment System is equipped with provisioning functions for the construction of base stations and facility management as well as the network rollout functions required for station construction. It performs a centralized management of the introduction, establishment, and reduction or expansion of both physical and virtual network facilities to achieve resource efficiency. Fig. 4 shows the functional configuration of NEC’s Fulfillment System.
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         Fig. 4 Functional configuration of the NEC Assurance system.
        

     


    In addition, we are working to automate planning and design tasks in collaboration with the AI that was developed using our proprietary technology for automated design. We are also working to achieve a technology for automated construction that uses cloud services to deliver full automation of everything from network configuration to testing.


    3.4 Orchestration


    Orchestration plays a crucial role in achieving advanced operations and the full automation of wide-ranging tasks by combining various types of information and functions such as those providing assurance and fulfilment as well as those of adjacent systems.


    Several types of orchestration are used in various layers and domains, such as an end-to-end orchestrator (E2EO) across the entire network, a domain orchestrator at the network domain level, and a resource orchestrator at the resource level within domains. The NEC Orchestration system provides multi-layer, multi-domain orchestration through a common platform.


    The NEC Orchestration system is also highly customizable and scalable, making it possible to change external connection interfaces and flow controls without the need for development. This enables deployment and continuous evolution of flexible orchestration functions that work with a variety of functions and systems in accordance with the state of the network, services, and resources.


    Furthermore, intent-driven orchestration has attracted attention in recent years and is being discussed in many standardization organizations such as the TeleManagement (TM) Forum, the European Telecommunications Standards Institute (ETSI), the 3rd Generation Partnership Project (3GPP), and the International Telecommunication Union Telecommunication Standardization Sector (ITU-T). Intent-driven orchestration enables users, operators, and other people to declaratively communicate their intent (intention, goal, expectation, etc.), and the system operates autonomously in accordance with the intent (Fig. 5). Intent and intent-driven orchestration are considered essential technologies for Level 5 automation of network operations, or fully automated operations. Because it is a new technology, however, many issues still need to be addressed. We at NEC have been working to achieve intent-driven orchestration by conducting technological research, product development, and proof-of-concept (PoC) tests since the late 2010s.
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         Fig. 5 Concept of intent-driven orchestration.
        

     


    3.5 Digital transformation and in-house production


    At most Japanese companies, a significant portion of the personnel involved in existing operational systems (legacy systems) will soon reach retirement age, posing the risk of the so-called “2025 Digital Cliff” in which the expertise these people have acquired will be lost and operational systems will thereby become black boxes. So, transitioning to automation is now a matter of immediate concern at many companies.


    As we enter an era of uncertainty referred to as VUCA (volatility, uncertainty, complexity, and ambiguity), we will need more and more operational systems that can respond flexibly and swiftly to shifts in the environment, technology, and business changes in rapidly changing system operation environments.


    For this reason, many companies are currently seeking to shift from the conventional approach of outsourcing system development to in-house production, in which systems are speedily built, operated, and developed inhouse.


    Many companies, however, have not yet considered or made the transition to operational automation because of organizational and cultural challenges, such as a shortage of IT personnel or a lack of internal mechanisms for developing R&D talent. Consequently, we are taking three major approaches to achieve operational automation in the OSS field through the promotion of digital transformation (DX).


    One approach is to promote organizational transformation through training and human resource development with the aim of leveraging our knowledge and experience in international standardization activities to transform existing operations, to apply best practices, and to establish standard architectural technologies.


    Another approach is to support the development of an engineering culture where we collaborate closely with engineers from CSPs to develop operational systems with the aim of enhancing development skills based on the system requirements for operational automation and accumulating know-how.


    Our last approach is to focus on legacy migration through the introduction and provision of the aforementioned NEC OSS no-code, low-code development platform.


    Through these activities, we support the full automation of operations by promoting digital transformation within companies.


    
        *1 Enables users to develop apps by using GUI and other tools but requires no coding or low coding experience.

        *2 Acronym for the five working levels of network management: fault, configuration, accounting, performance, and security. It is a common framework used in the design of the open systems interconnection (OSI) network management model.

    


  


  
    4. Conclusion


    In this paper, we introduce our efforts in operational automation with regard to the NEC OSS, focusing on the Assurance, Fulfillment, and Intent-Driven Orchestration systems as well as focusing on digital transformation and in-house production. We at NEC will continue to push forward R&D to achieve autonomous networks in the Beyond 5G and 6G eras.
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    Abstract


    Networks are becoming more and more complex with the advancement of virtualization technology, and the increasing burden of operating these networks is becoming an issue. However, conventional automation methods, in which instructions on monitoring and handling methods are specified by using templates, are susceptible to alterations in network requirements themselves and require additional work hours for adjustment. Against this background, the technology used in autonomous operation — by which the entire process from network construction to operation is automated based on information on user requirements (or intent) — is attracting attention. NEC started conducting the R&D of the technology used in autonomous operations in 2017 and has been making pioneering efforts since then. This paper provides an overview of NEC’s technologies used in autonomous operations and its core automated design as well as an introduction to enhanced security support.
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    1. Introduction


    Problems, such as disruptions, with communication infrastructure are often reported and attract wide public attention. As business reforms through digitalization are being promoted in all industries, the prompt and stable provision of networks — which are the foundation of this transformation — has become an increasingly important issue. At the same time, network configurations are becoming more complex, and the burden on operations continues to increase because of the diversification of network needs and the advancement of virtualization technology. Thus, the R&D of technologies to streamline and automate operations is now being actively conducted1).


    The basic process of network operation consists of three steps: monitoring, analysis, and correction2). First, the network’s condition is monitored. Then the monitored condition is analyzed. Finally, if there is any abnormality, it is corrected to restore it to the normal condition. Although it may seem that these tasks can be automated after the program is created, in reality, adjustments are often necessary because of changes in the configuration of the network itself. For example, if the number of servers increases in accordance with an increase in the number of users, the added servers also need to be subject to monitoring. This means that the threshold for determining anomalies will be raised, and additional tasks will be added to deal with anomalies. It is argued that it is hard to program for all these changes in advance, and the difficulty of automation lies in maintaining automatic operation.


    As mentioned earlier, the details of the operations required for network management vary in accordance with the network’s configuration. So, what is it that changes the configuration of the network? Generally speaking, when building a network, the requirements are first defined, and then based on these requirements, the design and operation methods are considered. When automating operations and maintaining automated operations, it is desirable to automatically generate configurations and operation methods based on the requirements. Intent-based and autonomous3) are keywords that have been recently used to describe this kind of approach. Since 2017, we at NEC have been leading the world in the R&D of technologies for autonomous operation based on user intent. In developing these technologies, we are also focusing on maintaining the security of the target network.


    In this paper, we take a look at the technology used in autonomous operation in section 2 and discuss an overview of automated design — which is the core of autonomous operation — as well as our efforts to address security issues in section 3. Then, we introduce an application example in section 4 and summarize our discussion in the conclusion in section 5.


  


  
    2. Autonomous Operation Technology


    NEC is currently undertaking the R&D of technology used in autonomous operation that automates the construction and maintenance of networks based on user requirements4). By specifying the requirements, users automatically generate configurations and operational plans tailored to the networks. If the content has no problems, the network operates automatically in accordance with the generated plans. Now let’s take a look at an overview of the autonomous operation functions based on this technology.


    2.1 Overview of the autonomous operation functions


    An overview of the autonomous operation functions is shown in Fig. 1. The functions of autonomous operation are divided into two types: one for operational planning and the other for operational management. The operational planning function generates operational plans from requirements, whereas the operational management function carries out the construction and operation of a network based on operational plans.
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        Fig. 1 Overview of autonomous operation functions.
      

    


    Operational plans provide information about the details of monitoring, analysis, and correction. The plans include indicators to be monitored, appropriate configurations based on the values of the indicators, and operational procedures to be executed when the configuration is changed. Fig. 2 shows a simplified example of an operational plan. Here the horizontal and vertical axes represent the indicators to be monitored. Appropriate configurations are defined for each value interval, and operational procedures for transitioning from one configuration to another are provided. The operational management function performs operations based on this information. It first monitors the network and then analyzes the results to determine the appropriate configuration according to the operational plan. If the resulting configuration differs from the current configuration, the function executes the procedures to transition from the current configuration to the appropriate configuration.


    
      [image: 230126_02.jpg]

      
        Fig. 2 Example of an operational plan.
      

    


    Automatic generation of requirement-based operational plans eliminates the need for adjusting operational plans in response to changing conditions, which has been a problem with conventional technology.


    Autonomous operation has three types of requirements: functional, non-functional, and conditional (related to acceptable changes). Fig. 3 shows an example of the requirements for a radio access network (RAN). Functional requirements describe the multiple items that are needed as well as the relationships between them. Included in the non-functional requirements for each item such as performance and availability are constraint conditions (e.g., requiring that the delay be 10 ms or less) and objective functions for optimization (e.g., recommending that the amount of resources used be as small as possible). The allowed changes are then given by specifying a value range (minimum and maximum values) for the aforementioned constraints.
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        Fig. 3 Example of network requirements for RAN.
      

    


    To generate an operational plan from requirements, the operational planning function first divides the range given as the allowed changes into an appropriate number of sections and then determines the values of the constraint conditions for each section, thereby generating requirements with clear values. Based on these requirements, this function designs the network configuration for each section5) and finally generates migration procedures for each set of network configurations6). The items — for which the ranges are given as allowable changes — are elements that can trigger configuration changes during operation and are therefore the indicators to be monitored. For this reason, functions to monitor these indicators are also designed together with the network configuration.


    Among the technologies that constitute the operational planning function, the core technology is the one that automatically designs the network configuration for each section. This technology used for automated design is discussed in section 3.


  


  
    3. Overview of Automated Design and Security Measures


    3.1 Automated design


    The technology used for automated design is one that automatically designs specific network configurations in accordance with requirements. Among a vast number of candidate configurations for the network that may meet the requirements, this technology uses artificial intelligence (AI) to rapidly searches for a valid configuration. During the design process, step by step, the requirements become more and more concrete. At each step of this refinement process, various items — such as the server models to be used and the cloud infrastructure to be deployed at particular locations — are selected from several possible options. This process gradually narrows down the candidate configurations. If the selection is inappropriate, this process goes back to making the requirements more concrete and the selection is redone. The fewer times that this process is redone, then the faster the design can be completed. Therefore, the selections made at each step of the operation where the requirements are refined need to be determined
as accurately as possible. As a result, the fulfillment of non-functional requirements — such as performance, availability, and security — is evaluated and utilized as a basis for decision making. In addition, AI and machine learning (ML) are utilized to increase the accuracy of decisions.


    3.2 Addressing security requirements in automated design


    As mentioned in section 3.1, when selecting a configuration during design, its security is evaluated. To evaluate security, the technology used in conventional automated design verifies whether or not there is an attack path. An attack path is a series of actions for a potential attacker to execute an attack. For example, to carry out an attack to destroy data, for example, the attacker would first attempt an unauthorized login, then acquire authorization, and finally execute a command to delete files. Here the attack path is composed of these three actions. If an attack path is found, it means that and attack can actually be carried out, so the configuration is determined as being insecure. In other words, checking whether or not there is an attack path is useful for security evaluation.


    To determine the existence of an attack path, this technology uses threat models. Each threat model represents fragments of an attack path, for example, the requirement for authorization to execute a command to delete files. When designing a configuration plan, the threat models are connected with each other to attempt to generate attack paths, and then the existence of any attack paths are checked. In this way, the selection of a configuration plan that enables the existence of attack paths can be avoided, and a secure configuration plan can be created.


  


  
    4. Application Example


    Our development team in autonomous operation is actively working on applying this technology to 5G networks, specifically in applications that utilize the control units of 5G Core (5GC) networks and RANs as well as end-to-end networks. The following example describes an application of this technology in accordance with Open RAN (O-RAN)7) specifications.


    In O-RAN, operation and control are performed by a component called the RAN intelligent controller (RIC). The RIC is divided into non-real time and near-real time components. The technology used in operation falls into the category of the non-real time RIC.


    As an example of a specific operational flow, this technology monitors the number of users using a RAN belonging to a specific user group and adjusts the amount of resources allocated to the central unit (CU), which is a major functional module, in accordance with increases or decreases in the number of users. Fig. 4 shows how operations are automated based on vRAN requirements.
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        Fig. 4 Application example in the O-RAN domain.
      

    


    A series of control actions follows the operational plan described in section 2, and the operational plan is automatically generated from the requirements. Therefore, even if the circumstances or operational conditions change, such as with the addition of new user groups or the installation of new equipment, the operational plan can still be automatically updated, enabling a quick transition to routine operations.


  


  
    5. Conclusion


    In this paper, we discuss autonomous operations mainly from a technical point of view. Adoption of autonomous operations is now a global trend, and we believe that it will continue to attract more and more attention in the future.


    Going forward, we will continue our R&D with the aim of achieving complete automation of all networks by working on reducing the time required to generate operational plans, improving usability, and meeting the requirements for autonomous operation of the entire end-to-end network.
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    Abstract


    With the escalating frequency of cyberattacks targeting critical infrastructures, the safety of information and communications networks has emerged as a pressing concern. These networks not only serve as the foundation of these infrastructures but also present potential entry points for cyberattacks. Furthermore, with the implementation of the Economic Security Promotion Bill, operators of critical infrastructure are obligated to fulfill the responsibility of explaining the measures taken to uphold system security. This emphasizes the importance of ensuring transparency in IT systems, including network equipment, and maintaining ongoing awareness of their internal state. To address this challenge, NEC is actively engaged in the development of the Security Transparency Assurance Technology. In this paper, we highlight the importance of security transparency and delve into how NEC’s technology can be leveraged to ensure system security.
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    1. Introduction


    In recent years, there has been a surge in reports of cyberattacks targeting critical infrastructures, which have become intricately connected with information and communications networks due to the advancements in IT. Although these networks are typically operated within closed systems, isolated from the Internet, attackers view them as potential entry points for launching cyberattacks on critical infrastructures.


    The rise of attacks on supply chains has further compounded the threat to the security of closed information and communications networks. Within the operations along the supply chain, spanning from the procurement of parts to the manufacturing of equipment, companies with weaker defense mechanisms become prime targets of attacks. In a notable incident, an unauthorized access point, commonly known as a backdoor, was created, allowing intruders to gain entry and assume control over the system1).


    With the increasing frequency of attacks and emerging threats, operators of critical infrastructure are now required to take responsibility for explaining the measures taken to maintain system security2). In order to effectively communicate the safety of system implemented, it is crucial to have a precise understanding and proper management of the state of network equipment and the overall system. Achieving security transparency is pivotal in attaining this accurate understanding.


  


  
    2. Ensuring Security Transparency


    2.1 What is security transparency?


    The concept of security transparency aligns with the initial phase of the NIST Cybersecurity Framework3), which is the “Identify” phase, as illustrated in Fig. 1. According to this framework, the first step in the identification phase is to gain a comprehensive understanding of the equipment configuration within the information and communications network, as well as the system configuration. It is only after completing the “Identify” phase that the subsequent phases of “Protect” and “Detect” can be effectively implemented.
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         Fig. 1 Importance of security transparency in the NIST Cyber Security Framework.
        

     


    In this paper, we define “security transparency” as the process of understanding configurations and associated risks in the context of identification. We define the state of being able to comprehend them as “achieving security transparency.” If security transparency is insufficient, it becomes unclear what risks exist, and even if there are internal system breaches caused by attacks, they may go unnoticed, making it impossible to address them. In other words, a lack of security transparency increases the risk of attacks. Therefore, achieving a precise understanding of configurations and risks, along with enhancing security transparency, enables a rapid response to incidents by promptly detecting and effectively addressing attacks.


    2.2 Challenges in security transparency


    One of the elements in system configuration is software, and its management has brought attention to the concept of Software Bill of Materials (SBOM)4). Particularly in the United States, discussions on the utilization of SBOM in supply chains are taking place under the guidance of a presidential executive order. SBOM enables the user to list software component information, facilitating the understanding of the components that constitute the software and associating them with discovered vulnerability information. As a result, SBOM holds promise for the effective management of software vulnerabilities in supply chain contexts.


    However, SBOM is merely a means of listing software components, and it cannot detect the presence of unauthorized functionalities such as backdoors within the software. Additionally, while it is possible to identify vulnerability information for individual software components, SBOM alone cannot determine whether those vulnerabilities can be exploited within the system. Furthermore, there is currently no mechanism in place for sharing information related to security transparency, including SBOM, throughout the entire supply chain, which presents challenges in terms of information distribution.


  


  
    3. Security Transparency Assurance Technology


    The exploration of utilizing SBOM across the supply chain has advanced the transparency of software configurations. However, as mentioned in section 2, information is still lacking for achieving security transparency (Fig. 2). To address this, NEC is actively involved in the research and development of (1) backdoor inspection technology, (2) cyber-attack risk assessment technology, and (3) information sharing platform to share information across the supply chain. By leveraging these technologies, NEC aims to supplement the necessary information for security transparency, enable its sharing, and facilitate efficient and reliable security management. The following sections will provide detailed explanations of each technology.
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         Fig. 2 An overview of the added value provided by Security Transparency Assurance Technology.
        

     


    3.1 Backdoor inspection technology


    Backdoor inspection technology detects and visualizes unauthorized functionalities, which are difficult to confirm through software configuration management alone. By analyzing the control and data flow within software binaries, this technology identifies the presence of unauthorized functionalities. Directly inspecting the binaries enables the detection of such functionalities, even if they were introduced during the software build process (Fig. 3).
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         Fig. 3 Features of the backdoor inspection technology.
        

     


    3.2 Cyber-attack risk assessment technology


    Cyber-attack risk assessment technology is used to conduct comprehensive analysis and visualization to address risks in a system, which are challenging to grasp manually. This technology generates a virtual model of the actual system based on its configuration information and data flow, facilitating thorough analysis through simulated attacks on the virtual model. By conducting this analysis, it becomes possible to understand the attack pathways for system and attack methods (exploitability of vulnerabilities). As a result, it enables the implementation of effective security measures (Fig. 4).
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         Fig. 4 Features of the cyber-attack risk assessment technology.
        

     


    3.3 Information sharing platform


    The information sharing platform enables the sharing and management of configuration and risk information across the supply chain. Within this platform, the configuration and risk information created by each business operator in the supply chain is registered. This registered information is then linked and displayed in relation to the system configuration of the system operator (end user) within the supply chain. Consequently, system administrators overseeing the operation of the systems can collect information from business operators within the supply chain associated with their respective systems. This allows them to gain insights into the security status of their systems (Fig. 5).


     
        [image: 230127_05.jpg]
        
         Fig. 5 Features of the information sharing platform.
        

     


  


  
    4. Effectiveness of the Security Transparency Technology


    In section 4, we will explain the use cases of the Security Transparency Assurance Technology and discuss its effectiveness. As depicted in Fig. 6, the use cases assume the involvement of various business operators along the supply chain, including software manufacturers responsible for software development, equipment manufacturers involved in device production, systems integrators engaged in device configuration and system construction, and business users responsible for system operation. The use cases represent transactions between the business operators, including (1) software delivery from software manufacturers to equipment manufacturers, (2) system construction by systems integrators using equipment procured from manufacturers, and (3) operation of the delivered system by business users. We will illustrate how the Security Transparency Assurance Technology is employed by each business operator to enhance security transparency within these scenarios.
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         Fig. 6 Roles and challenges of each business operator in the use case.
        

     


    4.1 Security transparency for equipment manufacturers


    In ensuring security transparency at the equipment manufacturer level, the focus is on understanding the configuration of their own equipment and verifying the absence of unauthorized functionalities in the software delivered by software manufacturers. Understanding the equipment configuration can be achieved through the use of SBOM obtained from software manufacturers. However, it is not possible to determine if the software contains unauthorized functionalities such as backdoors. To address this, equipment manufacturers utilize backdoor inspection technology to ensure the safety of the software used within their equipment, and thereby maintain security transparency for their own equipment. Furthermore, equipment manufacturers can register these inspection results in the information sharing platform and share the results with systems integrators procuring their equipment.


    4.2 Security transparency for system integrators


    To achieve security transparency for system integrator, it is necessary to execute configuration management of the procured equipment and constructed system, as well as the associated risks. Systems integrators can understand the configuration and risks of the equipment based on the configuration information provided by equipment manufacturers. However, they need to independently assess the risks associated with the constructed systems. For example, when vulnerabilities are identified in the software through SBOM analysis of each equipment, it is crucial to analyze and understand the impact on the constructed system and implement appropriate measures. If the system has already been delivered, it is necessary to provide risk information to the business users. In such cases, systems integrators can utilize cyber-attack risk assessment technology to facilitate effective response. By utilizing the SBOM information of the procured equipment registered in the information sharing platform, systems integrators can construct a virtual model of the target system and perform attack simulations on the virtual model to investigate the exploitability of identified vulnerabilities. If attack pathways leveraging the identified vulnerabilities are detected, systems integrators can implement measures to address those vulnerabilities and register the results in the information sharing platform to communicate them to the business users.


    4.3 Security transparency for business users


    Security transparency for business users involves understanding the configuration of the systems they utilize and assessing the risks associated with their usage, based on the information provided by equipment manufacturers and systems integrators. As depicted in Fig. 7, the information obtained through the security transparency process taken by the business operators in the two aforementioned use cases is shared with business users through the information sharing platform. This information is linked and managed in relation to the configuration of the business user’s system. Business users can constantly review the latest information received from business operators within the supply chain. Furthermore, by leveraging the cyber-attack risk assessment technology mentioned earlier, business users can add user interaction scenarios and account management information to the virtual model of their systems, enabling the visualization of risks associated with the usage patterns. This allows business users to assess whether there are any security concerns in line with their specific system usage.
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         Fig. 7 Status of security transparency on the information sharing platform.
        

     


  


  
    5. Conclusion


    This paper highlights the importance of maintaining security transparency and introduces the Security Transparency Assurance Technology that can be used to achieve this. In our interconnected society, where the connections between people and things are ever-growing, ensuring security transparency is vital to safeguard the integrity of the systems that underpin our society. NEC is committed to contributing to a safer future through the development and implementation of its advanced Security Transparency Assurance Technology.
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    Abstract


    In recent years, the severity of threats in the cyberspace has intensified, raising concerns about the potential for significant economic and societal losses due to attacks targeting the security domain and supply chain of critical industrial infrastructure. At NEC, we ensure the provision of safe and secure network equipment by conducting inspections at our factories in Japan to address shipment and transportation risks, and by offering products that comprehensively collect and analyze equipment security information for managing risks during operation (this family of products is offered only in Japan). This paper outlines our initiatives to enhance supply chain management through secure manufacturing, inspections at our factories, and the utilization of NEC products designed to ensure secure operation.
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    1. Introduction


    In Japan, the government is currently accelerating the development of guidelines to mitigate the risks of attacks targeting the entire supply chain of equipment — from the design stage to the manufacturing, logistics, and maintenance stages — within the security domain of government entities and critical industrial infrastructure. These guidelines establish key factors to consider in the process of selecting equipment and features, including those equipped with risk mitigation measures.


    The National Center of Incident Readiness and Strategy for Cybersecurity (NISC) has strengthened its provisions concerning supply chain risks in its “Common Standards for Cybersecurity Measures for Government Agencies and Related Agencies (FY2021)” (Common Standards)1). As part of the equipment selection criteria, management to ensure that no unauthorized changes are made to equipment or other items during their lifecycle is a mandatory requirement. In addition, NISC’s “Cybersecurity Policy for Critical Infrastructure Protection”2) formulated by NISC calls for proactive measures against new threats related to the supply chain, such as strengthening the overall organization’s framework for supply chain management and addressing supply chain risks. Top management and the Chief Information Security Officer (CISO) are required to take the lead in these efforts.


    However, in traditional network equipment management, the focus has predominantly been on sustainable operation, resulting in risks due to the prioritization of convenience through the use of shared IDs and neglection of vulnerabilities in favor of maintaining communication stability. Despite network equipment being a frequent target of cyberattacks, there is still a tendency to overlook the importance of risk management during the operation stage.


  


  
    2. Supply Chain Risks in the Life Cycle of
Network Equipment


    To effectively manage supply chain security, it is crucial to address the various risks inherent in the system lifecycle of network equipment (Fig. 1).
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        Fig. 1 Supply chain risks of network equipment.
      

    


    One major risk in the manufacturing and logistics stage is unauthorized modifications. In conventional systems, there was no reliable method to independently verify the integrity of equipment during shipment from the factory, making it challenging to confirm authenticity.


    Risks during operation include neglecting to address vulnerabilities, instances of internal misconduct involving unauthorized substitution of equipment or components, theft of user IDs resulting from external attacks, and unauthorized changes to configurations. In an operation focused primarily on convenience, the cost associated with mitigating these risks is deemed impractical or unfeasible. As a result, conducting thorough investigations into the root causes becomes challenging, leaving executives and Chief Information Security Officers (CISOs) struggling to fulfill their accountability in incidents.


  


  
    3. NEC’s Efforts to Strengthen Supply Chain Management


    NEC strengthens supply chain management by implementing proprietary measures in the network equipment (Cisco Products) manufactured by Cisco Systems G.K. and sold by NEC, effectively mitigating various risks (Fig. 2).
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        Fig. 2 Characteristics of enhanced supply chain management during manufacturing.
      

    


    3.1 Inspections at factories in Japan


    For the Cisco products (sold after 2022) shipped by NEC, we ensure secure manufacturing at our factories in Japan, following cybersecurity and Business Continuity Planning (BCP) principles. We also conduct proprietary and enhanced secure inspections, which will be discussed in more detail in the following section. During the sale of Cisco products, we implement secure logistics measures by sealing the packages with tamper-evident tape to prevent unauthorized opening during transportation. Moreover, we can issue Secure Manufacturing Certificates, providing assurance that our products have undergone final shipment inspections in a secure environment at our factories in Japan.


    3.2 Assurance of authenticity through secure inspections


    As part of our initiative to ensure the authenticity of Cisco products, we conduct thorough secure inspections of both the hardware and software to detect any unauthorized modifications. Firstly, the authenticity of the software files and the factory shipment version file list is verified by using blockchain technology to register and compare their digital certificates and hash values. Next, for products that support Cisco Trustworthy technology,3) Secure Boot is executed using a security chip to ensure enhanced security. Specifically, the program in the security chip starts the product’s boot, and if reliability is confirmed, it moves to the next phase of the program. Software validation is conducted by verifying the digital signatures contained in the software, ensuring secure booting. Lastly, verification of the digital certificate chain within the security chip is performed to confirm the authenticity of the product as a genuine Cisco product.


    3.3 Traceability management through blockchain


    The boot process records generated by Secure Boot are stored in inspection log files. These log files undergo processing using a one-way hash function to generate a unique hash value, which is subsequently stored on the blockchain for digital traceability. Blockchain is specifically designed to be tamper-proof by enabling the sharing and management of a single ledger across multiple nodes without depending on the trustworthiness of any particular individual or institution. This inherent design ensures the reliable protection of stored data, guaranteeing its integrity and eliminating the risk of unauthorized modifications.

  


  
    4. Providing Mechanisms to Sustain System Integrity in Operation


    At NEC, we have developed and offer a product called NEC Supply Chain Security Management for Network (SCSM), a product that visualizes risks by notifying operational administrators of information such as login history and changes to the configuration of network equipment throughout the construction and operation stages. By collecting traceability information starting from the time of shipment and security information from the equipment, and then integrating the security information provided by the network equipment manufacturers, SCSM allows for the analysis and visualization of the equipment’s status, ultimately contributing to a safe and secure operational environment. (Fig. 3).
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        Fig. 3 Outline of initiatives to achieve secure operation.
      

    


    4.1 Managing the information on the authenticity of equipment


    In operational settings, there is a risk of unauthorized modifications taking place during transportation or construction, even after factory inspections have been completed. If appropriate measures are not implemented, this could result in the continued use of unauthorized products. To tackle this challenge, our management tool collects traceability information regarding secure manufacturing and inspections from the point products are shipped from the factory. It can also cross-reference this data with the product identification information during operation. In addition, even after the products are delivered, a secure boot process is executed each time they are started, which ensures the authenticity of the equipment. Through the implementation of these measures, customers have the ability to independently verify that they are operating equipment that has been thoroughly inspected and is carefully managed.


    4.2 Collecting and extracting vulnerability information


    In order to investigate all software version and vulnerability information for each equipment model, it would require a significant cost. When multiple network equipment is deployed, there is a possibility that some may not be adequately managed, leading to unaddressed vulnerabilities. With SCSM, we collaborate with network equipment manufacturers to collect publicly available vulnerability information, which is then visualized within the management tool. The vulnerability information can be searched based on various elements such as CVE numbers, advisory IDs, and CVSS scores, enabling prompt consideration of measures. In addition, based on the collected information of managed equipment, it is possible to automatically extract relevant vulnerability information. This makes it easier to identify vulnerability information for the owned equipment and narrow down the vulnerabilities that require mitigation (Fig. 4).
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        Fig. 4 Extraction of vulnerability information.
      

    


    4.3 Enhancing traceability


    If there is a lack of proper management regarding who did what on network equipment and when, it can significantly increase the time required for incident investigations. Additionally, there is a potential for incomplete investigations due to a lack of sufficient evidence. In SCSM, information is regularly collected from equipment in operation, and in the event of changes to the configuration or settings, change information is provided (Fig. 5). This enables administrators to promptly respond to potential malicious attacks by reviewing the change information to determine whether the changes detected are intentional or unauthorized. Additionally, we also collect login information as equipment information. By visualizing login history and identifying who did what and when, we can reduce opportunities for internal unauthorized usage. These mechanisms enable cost-effective management and facilitate easy situational awareness during incidents by leveraging the collected information.
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        Fig. 5 Display of changes to configuration in a side-by-side comparison.
      

    


  


  
    5. Conclusion


    This paper introduced NEC’s efforts to strengthen supply chain management.


    Through this initiative, we aim to provide secure network equipment throughout its lifecycle. We achieve this by implementing secure manufacturing and inspection measures at the time equipment is shipped from the factory to ensure authenticity. Additionally, we offer secure operations that automate the detection of security risks.


    In the future, our aim is to enhance our network management capabilities by collaborating with a broader range of target network equipment manufacturers. By doing so, we will be able to address customer issues more effectively and ensure secure network management. This initiative is crucial for fostering a safe and secure society, as it guarantees the security of network equipment that plays a pivotal role in facilitating communication.


  


  
    * Cisco is a trademark or registered trademark of Cisco Systems, Inc. in the United States and other countries.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    As smartphones gain popularity, services such as map apps that use location information have become an essential part of people’s everyday lives. In recent years, location information has also begun to be used for a variety of purposes, such as autonomous driving, construction machinery, and drones. While the usage scenarios of location information vary, the demand for improved positioning technology is increasing. Against this background, NEC offers positioning solutions for communication service providers (CSPs) that achieve enhanced accuracy, reduced positioning time, and expanded coverage areas. This paper introduces NEC’s commitment to improving positioning technology and providing positioning systems for CSPs.
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    1. Introduction


    With the proliferation of smartphones, map apps, child trackers, and other services that utilize location information from mobile devices are being used on a daily basis.


    In recent years, the use of location information has expanded to encompass applications such as autonomous driving control for vehicles and drones as well as analysis of trade areas and foot traffic data. As a result, the requirements for positioning technologies are now diversified. In other words, various positioning technologies are now needed. For example, there is a need for real-time and high-precision positioning for autonomous driving control, vertical positioning to track foot traffic on each floor of a commercial building, and positioning solutions for areas with limited satellite signal reception such as indoor environments or areas surrounded by tall buildings.


    In this paper, we introduce NEC’s approach to positioning technology and positioning systems for communication service providers (CSPs).


    1.1 Location-based services from CSPs


    CSPs provide the following major location-based services (LBSs).


    (1) Services for individual users


    
        	Services that provide location information for use with map apps

        	Services such as a lost smartphone finder or child tracker that locates the position of objects from a remote site

        	Services to provide location information of callers to emergency response agencies (police, coast guard, fire department, etc.) for emergency calls

    


    (2) Services for corporate users


    
        	Service to track the locations of delivery vehicles

        	Service to track the locations of IoT devices

    


    Location information is now used in a wide spectrum of applications, ranging from services that make people’s lives more convenient to systems that are part of the social infrastructure essential for human life.


    1.2 Positioning systems


    Positioning is the process of determining the current location of a target by measuring its position relative to a reference point whose exact position is known.


    Mobile devices primarily adopt positioning methods that use radio waves from global navigation satellite systems (GNSSs), including the Global Positioning System (GPS). However, relying solely on the GNSS signals received by the device results in a number of problems such as the prolonged time required for positioning, compromised accuracy due to various error factors, and the inability to use the system in areas that have no reception because radio waves cannot reach it. To solve these problems, the development of a positioning system with enhanced capabilities is required. Not only does a positioning system perform positioning, but it also plays role in working in conjunction with systems that provide LBSs. Consequently, a positioning system is indispensable for providing LBSs.


  


  
    2. NEC’s Commitment to the Positioning System Business


    For more than two decades since the introduction of GNSS-enabled mobile phones, NEC has been providing positioning systems for CSPs. During this time, NEC has acquired expertise and experience by keeping up with advancements in positioning technology, starting with support for the communication standards of the second generation of mobile communication systems (2G) and continuing with the current fifth-generation mobile communication system (5G).


    2.1 New technology initiatives


    High-precision positioning and vertical positioning have come into the spotlight recently as new technologies.


    2.1.1 5G base station positioning


    In 5G, a technology is being developed to achieve high-precision positioning by taking advantage of the linearity of radio waves at high frequencies (millimeter waves) used and analyzing the angles and arrival times of the received waves from multiple base stations.


    2.1.2 High-precision (cm level) positioning


    The demand for high-precision positioning for use with construction equipment and drones is growing. Although the accuracy of the positioning method used in typical smartphones ranges from a few meters to tens of meters, the use of dedicated antennas and correction data enables high-precision positioning with accuracies on the order of a few centimeters. The correction data includes information on the magnitude of errors caused by ionospheric delays specific to each area. This information is used to improve accuracy.


    Correction data is usually distributed to each device via the Internet. However, by transmitting data all at one time from a base station, it is possible to distribute the data to a larger number of devices and reduce the network load.


    2.1.3 Height positioning and floor-level positioning


    To measure the height of each floor in multistory buildings, positioning sensors have commonly been installed inside the building. However, positioning based on barometric pressure is now considered a promising technique. Pressure-based positioning requires technology to compensate for various error factors, such as changes in atmospheric pressure, but there is no need for equipment to be installed inside the building, thus enabling positioning over a wide area at a low cost.


    This pressure-based positioning technique has already been adopted in the United States for use with emergency calls as a method to identify the floor of a building that a person is calling from.


    2.2 Efforts to improve positioning accuracy


    The accuracy of positioning is affected not only by the performance of the positioning system but also by external factors such as the receiving sensitivity of a device, satellite navigation conditions, and the locations of adjacent base stations or physical obstacles such as high-rise buildings. A multifaceted analysis is therefore needed to evaluate and improve the accuracy of the positioning system, and specialized knowledge and experience are also required.


    NEC is engaged in the R&D of positioning systems by leveraging the knowledge and track record NEC has gained through many years of commitment to the development and operation of positioning systems.


  


  
    3. Introducing the NEC Positioning System


    Section 3 introduces several of the positioning systems that NEC offers to CSPs.


    Our positioning system provides the functions of location information services in collaboration with the core networks of CSPs.


    3.1 Assisted GPS


    Assisted GPS (A-GPS) is a system designed to achieve quick and high-precision positioning from the viewpoint of convenience and emergency response. Conventional GNSS positioning where only data from devices is used takes approximately one minute from the time signals (navigation messages) are received from the satellites required for positioning to the time when position information is available. In comparison an A-GPS sends data to the terminal to assist in receiving navigation messages, shortening the terminal’s processing time and achieving high-speed positioning. In addition, by performing positioning processing with A-GPS, the load on the terminal can be reduced.


    3.1.1 Use cases


    Assisted GPS supports the following three major types of use cases.


    (1) Mobile originated location request (MO-LR)


    
        The target device for positioning itself is the starting point for location requests. This location request type is used, for example, when people use map apps to identify their locations.

    


    (2) Network induced location request (NI-LR)


    
        The core network is the starting point for the location request to determine the position of the target device. This location request type is used to notify call centers known as a public-safety answering points (PSAP) when, for example, the core network relays emergency calls and an NI-LR is used to obtain the location information of the caller.

    


    (3) Mobile terminated location request (MT-LR)


    
        A third party other than the target device is the starting point for the positioning of the device. For example, it is used in child monitoring services that enable parents to track their children’s locations or in situations where the PSAP requests the location information of the caller upon receiving an emergency call.

    


    3.1.2 Positioning methods


    A-GPS uses multiple positioning methods on demand.


    (1) GNSS positioning


    
        When a positioning request is received, the A-GPS receives information about the base station that the device in question is using for voice calls and data communications and then identifies the area where the device is located based on the location information of the corresponding base station. By providing the device with GNSS assistance data that can be received in the specified area, the time required for the device to capture GNSS signals and receive navigation messages can be reduced. The assistance data includes navigation messages from GNSS satellites visible from the corresponding area, the direction and distance of GNSS satellites as perceived from the device, the Doppler effect due to relative speed, and other information required for positioning as well as information to assist in signal acquisition.


        The device is capable of performing positioning by receiving the information necessary for positioning and acquiring signals, but it can also perform the processing for positioning by using A-GPS. There are some advantages when positioning is performed by A-GPS. For example, the power efficiency of the device can be improved, and the positioning accuracy can be enhanced by using a positioning method not supported by the device.

    


    (2) Base station positioning


    
        In this technique, positioning is performed in accordance with the information of the base stations from which the device is receiving signals. Positioning results are obtained by identifying the area covered by the corresponding base station by using the location and the estimated radio wave range of the base station with which the device is communicating as the basis for calculations. Also, when the device receives signals from multiple base stations, more accurate positioning results can be obtained by identifying the points where the coverage areas of the base stations overlap. It is also possible to choose Enhanced Cell ID or Observed Time Difference Of Arrival (ECID/OTDOA) as the positioning method in accordance with the information that can be obtained by the device. ECID is a positioning method that uses signal strength, radio wave quality, reception timing, and other information, and OTDOA is a positioning method that uses the time differences in signals to receive positioning signals. By supporting the ECID/OTDOA base station positioning methods, A-GPS can achieve high-precision positioning even in environments where GNSS is unavailable.

    


    3.1.3 System configuration


    A-GPS is mainly composed of the following functional components: one that facilitates communication with the device through the core network, one that performs positioning, one that analyzes and manages navigation messages from GNSS, and one that manages the location and estimated radio coverage for each base station. Thanks to these functional components, A-GPS provides the device with assistance data and achieves positioning using GNSS and base stations (Fig. 1).
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        Fig. 1 Functional components of Assisted GPS.
      

    


    3.2 Emergency location information systems


    An emergency location information system (E-LIS) is an emergency call location notification system. The E-LIS has two functions: one to notify the PSAP in the appropriate jurisdiction of the caller’s location and provide such information upon the placement of the emergency call, and the other to obtain the caller’s location information in response to a request from the PSAP.


    Notification of emergency call locations is a function that is mandatory for CSPs that handle emergency calls to be introduced and is stipulated in the “Regulations for Telecommunications Facilities for Telecommunications Business” of the Ministry of Internal Affairs and Communications of Japan.


    3.2.1 System configuration


    The E-LIS’s functional components support several generations of core networks. In this paper, we use the function names used in 4G and 5G.


    (1) Gateway Mobile Location Center


    
        The Gateway Mobile Location Center (GMLC) is a functional unit that provides the caller’s location information to the PSAP in the appropriate jurisdiction and notifies them that an emergency call has been placed. It works in conjunction with the core network and A-GPS when an acquisition request for location information is received from the PSAP. This location information is then sent to the relevant PSAPs across Japan.

    


    (2) Location management function


    
        The location management function (LMF) is a functional component that locates the current location of the caller. Because the LMF is a functional part that is linked with the core network, function groups are arranged by generation, for example, the Evolved Serving Mobile Location Centre (E-SMLC) for 4G and the LMF for 5G.


        The positioning method used here is base station positioning, which features the ability to acquire the location information in a short period of time after receiving a positioning request. This makes it possible to immediately notify the PSAP of the caller’s location and provide location information.

    


    3.2.2 Collaboration with A-GPS


    Both base station positioning and GNSS positioning systems are used for emergency calls in Japan. The E-LIS performs base station positioning to quickly obtain information about the approximate location when an emergency call is placed. Then GNSS positioning is performed in collaboration with the A-GPS to obtain more accurate location information. Adoption of this approach ensures that the PSAP is notified of location information as quickly as possible in critical emergency situations (Fig. 2).
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        Fig. 2 Flow of location notifications of emergency calls in the E-LIS (5G).
      

    


  


  
    4. Conclusion


    In this paper, we introduce our efforts in positioning technology and positioning systems. In addition to positioning accuracy, high levels of availability and operability are also essential for positioning systems for CSPs to serve as social infrastructure. NEC is committed to developing high-quality positioning systems by leveraging our experience in the development of core systems for CSPs. It is expected that the use of location information will keep expanding and its importance as social infrastructure will also increase. NEC will continue to contribute to the development of LBSs and the achievement of a safe and secure society through the provision of positioning solutions.
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    Abstract


    In light of growing environmental concerns and the introduction of 5G services, mobile operators face three significant challenges. These challenges involve dealing with packet congestion, reducing the total cost of ownership (TCO) in telecommunications facilities, and achieving carbon neutrality. To address the issue of packet congestion resulting from the high potential of 5G networks, the NEC Traffic Management Solution (TMS) provides an effective solution. By accurately predicting real-time data transmission volumes based on current transmission conditions, TMS effectively alleviates congestion. Under normal operating conditions, TMS maximizes the potential of 5G while improving the throughput degradation caused by concentrated user access and temporary congestion at specific times and locations. TMO also helps to reduce unnecessary data transmission, which not only helps minimize the TCO for telecommunications facilities but also aids in the pursuit of carbon neutrality objectives.
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    1. Introduction


    In recent years, the business landscape for mobile operators has changed significantly in several ways. The introduction of 5G services has revolutionized communication networks, leading to a surge in high-capacity Internet services such as high-definition videos. At the same time, there is a growing emphasis on enabling users to fully enjoy these high-capacity services, resulting in efforts to reduce communication fees, introduce essentially unlimited usage plans, and implement other initiatives aimed at meeting user needs.


    Also, the emphasis on environmental concerns within the mobile operator industry is growing. In line with global efforts to combat global warming, there is a significant societal demand to minimize the environmental impact associated with carbon emissions.


    This paper aims to clarify the challenges faced by mobile operators within the current social context and introduces NEC’s Traffic Management Solution (TMS), specifically designed to effectively tackle these challenges.


  


  
    2. Challenges Faced by Mobile Operators and TMS as the Key to Unlocking Solutions


    2.1 Challenges faced by mobile operators


    Mobile operators face several challenges (Fig. 1). One challenge revolves around packet congestion, resulting in delayed server responses. With the rapid growth of data-intensive internet technologies such as high-definition content and the emergence of new billing plans and protocols such as QUIC*1, certain internet services and users are prone to generating substantial traffic. When access becomes concentrated in specific times or locations, packet flow becomes hindered, causing interruptions in video playback and subsequently leading to user dissatisfaction. Therefore, the elimination of packet congestion is imperative.
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        Fig. 1 Challenges faced by mobile operators.
      

    


    Another challenge involves reducing the total cost of ownership (TCO) in telecommunications facilities. As mobile operators provide 5G services, facility costs escalate whereas the unit price of services continues to decline as a result of reduced real rates. The management of TCO in telecommunications facilities — done without compromising the transmission quality discussed in the previous section — has become an important management concern.


    The final challenge revolves around achieving carbon neutrality. Mobile operators can effectively reduce power consumption by decreasing packet congestion, minimizing unnecessary traffic, and lowering facility costs. It is essential to implement these measures as telecommunications facilities are significant contributors to CO2 emissions for mobile operators. This underscores the importance of addressing these factors to achieve carbon neutrality.


    2.2 TMS as the key


    TMS can simultaneously achieve two solutions: enhanced transmission speed and improved efficiency in network usage. By combining these, TMS can be the key to solving the challenges faced by mobile operators.


    2.2.1 Enhanced transmission speeds


    5G technology has the potential to deliver transmission speeds that are 10 times faster than 4G (LTE). However, when Internet services are accessed, they initially start at a slower transmission speed and gradually accelerate if the network is not congested. This is known as the slow start phase. The shorter the time delay (latency) between launching an application on a smartphone and the availability of the service, the faster the transmission speed feels to the users and they have a more satisfying user experience. Currently, the slow start phase limits the ability to realize significant improvements over 4G. However, with the introduction of TMS to efficiently control transmission speeds and rapidly achieve maximum speed, the quality of service that users experience can be dramatically enhanced.


    2.2.2 Improved network usage efficiency


    During periods of high access rates, packet congestion can occur and lead to packet accumulation in network devices such as base stations. When packets remain in these devices for a certain period of time, the server at the source starts retransmitting the packets and creates a vicious cycle of further congestion that results in a significant deterioration of the user’s perceived quality. To address this issue, TMS deliberately suppresses the transmission speed to ensure a smoother packet flow and ultimately improve the perceived quality of the user’s experience. Furthermore, if the packet congestion is caused by specific Internet services or users generating large volumes of traffic, control measures must be implemented to ensure fairness. TMS can handle such control in accordance with the policies of the mobile operator.


    Eliminating packet congestion not only reduces communication costs but it also reduces environmental impact. When packet congestion occurs and the server retransmits the packets, the same packet travels through the network multiple times, wasting resources within the telecommunications facilities. In the past, mobile operators have responded to packet congestion by making network facilities bigger and better. However, to provide 5G services at reasonable fees, it is necessary to avoid excessive expansion of the network’s capacity. Achieving carbon neutrality also requires reducing power consumption by improving the efficiency of network usage.


    2.2.3 Achieving enhanced transmission speeds and improved network usage efficiency


    For effectively alleviating packet congestion, it is crucial to increase transmission speed when the network is less congested and reduce the speed when congestion occurs. To achieve this challenging task, accurate observation of the actual status of the network congestion is essential. The technology capable of accomplishing this complex process is NEC’s adaptive TCP optimization (A-TCP). Section 3 describes this technology.


  


  
    *1　Standardized transport layer network protocol that is designed to enhance transmission control protocol (TCP), using user datagram protocol (UDP).

  


  
    3. Features and Attributes of TMS


    The traffic management configuration of the TMS (Fig. 2) is achieved by combining the values delivered in the three layers with adaptive TCP optimization (A-TCP) at the core.
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        Fig. 2 Traffic management configuration of TMS.
      

    


    3.1 Improvement of basic network performance


    The improvement of basic network performance positioned in the bottom layer is realized through the adaptive TCP optimization feature. This feature enables the flexible adjustment of the transmission speed, so that tuning can facilitate proactive packet transmission to achieve increased initial acceleration or a higher maximum speed. As shown in Fig. 3, TMS has improved the average throughput during the initial transmission phase by 560% for commercial services.
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        Fig. 3 Improvement in initial transmission speed achieved with TMS.
      

    


    However, proactively sending data in this way can significantly deteriorate service quality during network congestion. As a result, general TCP optimization products must be limited to moderate settings and cannot unleash the full potential of 5G.


    3.2 Adaptation to network fluctuations


    The adaptation to fluctuations in the network positioned in the middle layer is realized through adaptive TCP optimization (A-TCP). At the core of adaptive TCP optimization is a technology that continuously monitors the transmission status at the user’s session level and predicts in real time the number of packets that can be sent at any given time. This enables proactive packet transmission when the network is less congested while also controlling throughput to prevent packets from being unnecessarily retransmitted when congestion due to high access rates is detected. Additionally, it promptly detects speed changes and adapts during handovers between networks with different maximum speeds, such as between 4G and 5G networks or between Sub6GHz and millimeter wave (mmWave) bands in 5G. While 5G offers high maximum speeds, its transmission speed can vary significantly. Without proper control, retransmissions could be induced, and the 5G network would become slower than the 4G. As shown in Fig. 4, TMS reduced retransmissions in congested areas by approximately 66% and improved throughput during handovers between 4G and 5G by approximately 80%. Having adaptive TCP optimization to regulate transmission speeds as needed enables the tuning of TCP optimization (described in section 3.1) with a specific emphasis on prioritizing performance.
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        Fig. 4 Adaption to fluctuations in the network achieved with A-TCP.
      

    


    3.3 Application of policies


    The application of policies that is positioned on the topmost level is realized through SSL Pacing and UDP optimization. These provide the ability to control individual applications, including videos. In cases where certain Internet services or users are using an excessive amount of network resources and hindering fair usage, SSL Pacing and UDP optimization enable effective control in accordance with policies set by the mobile operators. Fig. 5 illustrates successful instances where TMS effectively managed traffic at peak times, reducing the traffic by 97% without significantly impacting service quality in commercial services. However, because it is acceptable for certain users to generate a large amount of traffic when the network is not congested, the presence of adaptive TCP becomes influential in this scenario as well. Typically, minimal control is maintained, but during periods of congestion, stronger control can be exerted to effectively manage network resources.
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        Fig. 5 Reduction in traffic at peak times with TMS.
      

    


  


  
    4. Toward 5G-Advanced and 6G


    In the future, 5G will continue to evolve and offer not only ultra-high capacity that has already been achieved but also soon offer ultra-massive connectivity — where a vast number of devices will be connected to the network — and ultra-low latency to minimize delays to the utmost extent. These advancements are being implemented as part of 5G-Advanced.*2 Further improvements in performance are expected with the upcoming 6G scheduled for around 2030. Alongside the emergence of diverse use cases, including the decentralization of service endpoints facilitated by the deployment of mobile edge computing (MEC), the advancement of these services will contribute to the complexity of networks. In the case of ultra-low latency traffic accommodated by MEC, transmission fluctuations have a significant impact on service quality, making adaptive TCP, as mentioned earlier, an essential control technology. While it is possible that we may encounter unprecedented challenges in the future, these can be effectively resolved using TMS. TMS is capable of analyzing the quality of end-to-end transmission and applying appropriate control measures in accordance with the specific situation.


  


  
    *2　A generic term for specifications that have been standardized since the 3GPP (the 3rd Generation Partnership Project) Release18 for further evolution of 5G.

  


  
    5. Conclusion


    In this paper, we introduced the NEC Traffic Management Solution (TMS) as a comprehensive solution to address the challenges faced by mobile operators. Leveraging this solution will enable mobile operators to deliver new services through 5G while maintaining reasonable rates and reducing their impact. TMS offers ongoing advancements by promptly incorporating the latest technologies and market trends to provide effective resolutions to the management issues encountered
by mobile operators. Mobile operators experiencing challenges similar to those discussed in this paper are encouraged to explore the potential benefits of implementing the NEC Traffic Management Solution (TMS) as their solution.


  


  
    * LTE is a registered trademark of European Telecommunications Standards Institute (ETSI).

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective owners.
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    Abstract


    As digital transformation (DX) expands, growing attention is being directed towards private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper). While the use of radio waves has been exclusively restricted to mobile network operators so far, government authorities have recognized the need to attract private investment for effective use of radio resources and for the creation of social value. As a result, new players are entering the market. Because of the complexity of the technology and the high cost of system construction, however, it has been difficult to popularize this promising technology. To address this issue, NEC has now developed a private 5G system and managed services called UNIVERGE RV1200, which enables system construction at a reasonable price range. This paper introduces the features and usage scenarios of the NEC UNIVERGE RV1200.

    


    
      Keywords


      private 5G, small base station, integrated base station, managed service, portable trial packages

    

  


  
    1. Introduction


    Private 5G, in which companies build their own 5G networks on their premises or in their buildings and use them for their business, has raised various expectations because it enables the private sector to monopolize a network with high speed and stability. Verification tests of private 5G started around 2019, and its use is now underway in various fields including manufacturing, construction, and the public sector. The manufacturing industry is making use of 5G networks to take on various challenges, such as updating the networks in factories from wired to wireless. This results in increased network flexibility and the automation of inspections during the production process by utilizing high-definition images and videos. However, the effectiveness of private 5G is not limited to these fields. By leveraging the advantages of having a dedicated 5G network superior in stability and transmission speed, private 5G offers the potential to solve the challenges that the private sector faces in a wide range of fields.


  


  
    2. How the Integrated UNIVERGE RV1200 Small Base Station Was Created


    One of the challenges that must be addressed for the proliferation of private 5G lies in the equipment. The installation of base stations is essential to utilize 5G. However, until now, the only equipment available was that used by mobile network operators (MNOs) — which, although high in performance and sophisticated features, it was complex and expensive, making it difficult for many ordinary companies to use. In fact, some customers have said that they would take on the challenge of private 5G if it were easier to use.


    It is against this backdrop that we at NEC launched a project to overcome these issues. Leveraging years of experience in developing base stations for MNOs and a wealth of expertise gained through these efforts, we focused on developing new base stations that would contribute to promoting the utilization of private 5G. This project involved a wide range of people, from engineers who develop equipment for MNOs to sales representatives who are in charge of accounts for regular companies and government agencies. Everyone who participated in the project objectively evaluated what kind of equipment could be used by many customers
from a variety of perspectives. Finally, through repeated discussions and trial and error, the integrated UNIVERGE RV1200 small base station for private 5G was completed and put in production (Fig. 1).
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        Fig. 1 NEC UNIVERGE RV1200: an all-in-one integrated compact base station for private 5G.
      

    


  


  
    3. Features of the NEC UNIVERGE RV1200


    The NEC UNIVERGE RV1200 is an all-in-one compact base station that houses the private 5G base station’s radio unit (RU) and control unit/distributed unit (CU/DU) in a single enclosure. In addition to keeping the price of the individual devices low, the new system reduces the overall introduction costs, reduces the time and work hours required for the introduction of a new system and any related construction, and improves the ease of installation because it can be conveniently installed in previously difficult locations thanks to its compact size and light weight. In particular, the UNIVERGE RV1200 supports all Sub6 band frequencies (4.6 GHz to 4.9 GHz) for private 5G and its size has been reduced to being smaller than an A4-sized sheet of paper. Also, the product weighs only 3 kg and has a protection rating of IP66, meaning that it’s dustproof and waterproof — so it can be installed indoors or outdoors. In response to users who wish to start small, the system also was verified as having the potential of private 5G with a single base station as well as the scalability to later seamlessly expand to a large system of 100 or more units by simply adding more base stations. These features make it possible to take advantage of the high-quality communication characteristics of private 5G in a wide range of environments and still have a product that is as easy to install as a Wi-Fi access point.


    The UNIVERGE RV1200 adopts an architecture specialized for private 5G based on the concept of minimal configuration for a minimal price. The UNIVERGE RV1200 not only integrates the CU, DU, and RU but it is also downsized from using four CPU-FPGAs — which were used for the CU, DU, and RU — to using only two CPUs carefully selected for their low power consumption. Also, by limiting the transmission output to 250 mW per antenna and by using two antennas, the power consumption, the external dimensions, and the weight are reduced in addition. In addition, the reduced power consumption enabled the use of Power over Ethernet (PoE)++, and the aforementioned IP66 rating that ensures the product is dustproof and waterproof have made it possible to improve the workability of the power supply and installation.


  


  
    4. Managed Services for Private 5G


    A private 5G network system utilizing the UNIVERGE RV1200 is expected that it will be introduced for various situations including use in company offices and demonstration experiments, because its simple network configuration enables greater flexibility in installation locations. Meanwhile, the introduction of private 5G still has many challenges as a result of factors such as the difficulty in securing 5G wireless technicians and the high cost of equipment. To address these challenges, we at NEC offer managed services that combine the operation of private 5G and the provision of equipment. These managed services help lower the barriers to introducing private 5G and provide support to companies trying to improve their business by using private 5G.


    4.1 Overview of the managed services for private 5G


    In the managed services for private 5G, NEC operates, monitors, and maintains 5G networks and provides 5G equipment on a monthly basis to thereby reduce the customers’ operational burdens and initial costs. NEC offers three services: 5G core on the cloud, operation support, and device subscriptions. The services for 5G core on the cloud and operation support are packaged together and offered in two service packages: the standard package and the entry-level package, depending on the service level (Fig. 2).
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        Fig. 2 Overview of managed services for private 5G.
      

    


    4.2 Provided value of the managed services for private 5G


    The two service packages both provide core functions for 5G communication as cloud services as well as operation support and maintenance for customers. The standard package supports stable 5G communications operations by setting up a service desk as the customer’s contact point for inquiries, proactively detecting failures through operation monitoring, remote fault isolation, maintenance arrangements, and system restoration. The entry-level package simplifies services by doing troubleshooting only after reports of trouble are received from customers. With the device subscription service, customers can rent devices for a private 5G base station and network — including the UNIVERGE RV1200 — for a monthly fee. In this way, the initial costs as well as the overall costs are reduced, and the taxes and insurance premiums on fixed assets are also reduced (Fig. 3).
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        Fig. 3 Managed services for private 5G.
      

    


    By utilizing these managed services, we at NEC offer the value of stable operation of private 5G networks while helping to optimize customers’ resources and equalizing equipment costs.


    4.3 New initiative to make it easy for customers to try private 5G


    NEC offers a portable trial package as an initiative to enable customers to experience the value of private 5G by utilizing the compact UNIVERGE RV1200 with its simple configuration. This package includes everything required for the use of private 5G with NEC handling the licensing, providing the equipment and lines, as well as offering support for construction, operations, and maintenance. With the all-in-one trial package, NEC reduces the burden on customers and introduces private 5G in a short period of time. The base station is portable, so customers can move the base station to anywhere in the designated area to conduct various verification tests (Fig. 4).
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        Fig. 4 Image of how the portable trial pack can be used.
      

    


  


  
    5. Examples of UNIVERGE RV1200 Usage Scenarios


    Three scenarios of using the UNIVERGE RV1200 are introduced in this section. The first scenario is in an office environment (Fig. 5). When someone tries to book a meeting room at their company, they sometimes have to give up booking the room because no room is available at the desired time and date. On the actual day, however, it often turns out that the room is not being used in that time slot. This may be a waste of waste of office space and energy that cannot be ignored if you consider the efficiency of office use as well as the time and effort required by the person in charge of coordinating the meeting. When private 5G is used to address this issue, a variety of data — such as entry/exit information from sensors installed in the meeting rooms and usage information obtained from web conferencing services — a re-collected to comprehensively assess the status of the rooms. For example, this makes it possible to automatically cancel room reservations if there is no sign of a meeting starting even after 5 minutes have passed since the reservation’s starting time. Private 5G is also suitable for controlling multiple working robots at the same time because it offers stable connectivity even with simultaneous multiple connections. Until now, it has been common to limit the number of robots working at the same time as well as the working envelope of each robot to prevent collisions between robots. With private 5G, such considerations are no longer necessary. Robots can handle a variety of tasks, such as cleaning rooms and delivering documents in an office. This makes it possible for companies to prepare for labor shortages resulting from declining birthrates and aging populations.


    
      [image: 230131_05.jpg]

      
        Fig. 5 Next-generation office with IoT x private 5G.
      

    


    Another scenario is in the retail sector (Fig. 6). Retail is one of the areas that has quickly incorporated digital transformation (DX), but this can be further accelerated by using private 5G. For example, unattended POSs (point of sale systems) have become popular, but barcodes still have to be manually scanned. When private 5G is used, however, the checkout items can be recognized by a device attached to the shopping cart and many payment processes can be automated. It is also considered possible to make the carts follow customers as they navigate the store so they can enjoy a hands-free shopping experience. Furthermore, in fashion retail, virtual try-on using virtual reality (VR) and augmented reality (AR) can provide customers with a new experience.
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        Fig. 6 New wireless platform for shopping.
      

    


    The third area to be focused on in our usage scenarios is education (Fig. 7). A significant advancement has been made in educational settings thanks to the Global and Innovation Gateway for All (GIGA) School Program. However, private 5G is considered capable of providing value beyond simply replacing textbooks and notebooks with tablets. For instance, combining private 5G with technology that reproduces the sense of touch when interacting with something makes it possible to offer experiences that were unimaginable before, such as walking on the surface of the moon or touching the skin of a whale while in the classroom. In terms of administration, enhanced security is possible by separating the network into Wi-Fi for students and private 5G for teachers. When efficiency is improved in various areas of schools through digitalization, issues such as teachers’ long working hours are also expected to be addressed.
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        Fig. 7 Digital transformation in education for the digital native generation.
      

    


  


  
    6. Conclusion


    In this paper, we introduce the NEC UNIVERGE RV1200 — an all-in-one integrated compact base station for private 5G — and discuss the features of its managed services and usage scenarios. In addition to social issues such as labor shortages due to declining birthrates and aging populations as well as problems in
transferring skills along with issues regarding energy and carbon neutrality, the industrial structure is undergoing significant changes, making DX indispensable. Through our initiatives for the implementation of private 5G, we at NEC continue to be committed to providing a comfortable, efficient, and secure work-life environment for everyone, contributing to digital transformation (DX), and endeavoring to create new social value.


  


  
    * Wi-Fi is a registered trademark of Wi-Fi Alliance.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    NEC provides vertical services that combine industrial applications and networks such as 5G to promote the realization of digital transformation (DX) by improving labor shortages, increasing the efficiency of on-site work in the industrial sector, and other solutions. This paper introduces cases of vertical services using private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper) to support industrial DX as well as NEC CONNECT as an approach to achieve co-creation with partner companies.
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    1. Introduction


    In Japanese industry, digital transformation (DX) using digital technologies such as 5G and AI is becoming more essential than ever before because of social challenges such as labor shortages, skills transfer, and the impact of the novel coronavirus infection (COVID-19). The labor savings, operation reforms, and creation of new values resulting from the use of digital technology are critical, and remote monitoring, remote control, and automation are key drivers in advancing digital transformation in industry (Fig. 1). Private 5G and other networks are expected to play a role in the implementation of these remote control and automation technologies.
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         Fig. 1 Key drivers to achieve industrial DX.
        

     


    NEC offers NEC Smart Connectivity as a brand that supports the realization of industrial digital transformation (DX) that “wisely” connects everything customers need to create new value1). We have also developed industry-specific DX offerings through which we offer vertical services tailored to our customers’ objectives and environments, combining optimal networks and industry-specific DX offerings with excellent technologies and products from partner companies (Fig. 2). This enables our customers to achieve reliable DX in a short period of time.
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         Fig. 2 Positioning of private 5G DX offerings.
        

     


    This paper introduces vertical services that use network technology to realize industrial DX as well as NEC CONNECT that can accelerate the development of such services.


  


  
    2. Control Solution for Automated Guide Vehicles Using Private 5G


    This section introduces the DX offerings suite, which combines a solution for control of automated guided vehicles (AGV) with a private 5G service as a manufacturing-oriented vertical service.


    This DX offerings suite integrates and manages on-site automated guided vehicles (AGVs) and autonomous mobile robots (AMRs) to automate transport tasks, thereby achieving labor and personnel reduction for efficient operations. AGV control solution is already provided as an industry-specific DX offering, and it can also be offered as a DX offerings suite that combines AGV control solution with private 5G services. The AGV control solution using private 5G consists of a multi-robot controller (AGV control software), autonomous mobile robots (AMR) from a partner company, a private 5G network, and a private 5G device (Fig. 3), all provided as a one-stop solution. The multi-robot controller is characterized by its ability to manage AMRs of different vendor types in a single system. Because of the use of private 5G, communications are stabilized with little interference and the communications range is expanded thanks to a handover mechanism. This enables simultaneous control of multiple units and multiple types of AMRs over a wider range in a more stable network than with the use of Wi-Fi, etc. (Fig. 4). Note, however, that the network is not limited to private 5G; compatibility is provided for various other networks including Wi-Fi and sXGP (shared Xtended Global Platform).
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         Fig. 3 AGV control solution using private 5G.
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         Fig. 4 Features of AGV control solution using private 5G.
        

     


    The application of AGV control solutions using private 5G is being advanced, and a demonstration experiment was performed at the Kofu Plant of NEC Platforms, Ltd. (Kofu, Yamanashi in Japan). We confirmed that AMRs made by different partner companies can be centrally controlled by a multi-robot controller and allowing for the automation of their transport tasks. The knowledge and expertise acquired from this experiment will be used in the future to sequentially expand the system to other domestic factories within the company.


  


  
    3. Heavy Machinery Remote Control and Autonomous Work Services


    This section introduces construction-oriented vertical services including the heavy machinery remote control and autonomous work.


    3.1 Heavy machinery remote control service


    The heavy machinery remote control service enables operators located remotely to operate heavy machinery in real-time while viewing camera footage installed at the site2). One of the key features is the ability to achieve stable remote operation over an extended period, even in a wireless environment.


    This service consists of the heavy machinery itself, actuators installed on the machinery for remote control, a remote control device, a monitor displaying the construction status, and computers for remote control and video streaming (Fig. 5). In this case, Pasolink3) is used as the connection between the construction site where the heavy machinery is located and the remote control room, and construction site uses a 5 GHz wireless access system to establish the network. Note, however, that the network within the construction site is not limited to the 5 GHz wireless access system and can be adapted to various networks such as private 5G, LTE, and carrier 5G based on the customer’s environment and requirements.
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         Fig. 5 Example of heavy machinery remote control service configuration.
        

     


    3.2 Autonomous work service


    NEC is also developing autonomous construction services to further streamline on-site work and reduce the need for personnel. NEC’s autonomous construction service features highly precise control of heavy machinery through adaptive predictive control technology and incorporates the concept of cloud robotics. Instead of relying solely on the judgment of individual heavy machinery units, the service utilizes wireless networks to collect on-site data. Based on this data, AI located in a remote control area can comprehensively assess the entire site and provide instructions to the heavy machinery.


    As part of our co-creation activities with the construction company Obayashi Corporation, we have improved the autonomous excavator system jointly developed in 2019, expanding its application range to various construction sites, both indoors and outdoors4). We applied this to demonstrate the automatic and autonomous operation of construction machinery at a site in Iitate Village, Fukushima Prefecture, and confirmed its practical usability for actual construction work (Photo).


     
        [image: 230132_06.jpg]
        
         Photo Demonstration in Iidate-mura, Fukushima Prefecture.
        

     


    3.3 Initiatives for smart factory implementation


    As part of leveraging the heavy machinery remote control service, NEC is promoting efforts towards achieving a smart factory that aims at addressing the labor shortage and ensuring a safe and secure working environment of industries besides construction. NEC is also engaged in co-creation activities with Ishizaka Inc., which specializes in recycling industrial waste, with the aim of realizing a smart factory using networks such as private 5G and AI5). NEC and Ishizaka are also accelerating co-creation activities for carbon emission reduction as two signatories to The Climate Pledge6), which is an initiative launched by Amazon and Global Optimism with a commitment to achieve net-zero carbon emissions by 2040, a decade ahead of the goals set in the Paris Agreement.


  


  
    4. NEC CONNECT — Open Innovation Initiatives


    4.1 NEC CONNECT — Open collaborative space using networks


    NEC is actively engaged in business activities with various partner companies, fostering a sense of shared understanding and empathy for the desired societal image outlined in NEC 2030VISION7). To realize this vision of the future society, networks play an extremely important role as the foundation for all industries and social activities. Recognizing the essential need for collaborative spaces using networks, NEC established the concept of NEC CONNECT8) in June 2022. NEC revolves around the keyword “connect” and focuses on three types of connections: connecting the present and the future, connecting people to people, and connecting ideation with implementation (Fig. 6).
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         Fig. 6 NEC CONNECT.
        

     


    With this collaborative space, NEC aims to create vertical businesses and solutions that contribute to the realization of a shared future by leveraging networks. To achieve this, NEC seeks stakeholders who resonate with the NEC 2030VISION and forms open partnerships. Together, these stakeholders generate business ideas through backcasting from the envisioned future and steadily implementing them in society by verifying technological feasibility and social acceptance. By repeating this cycle, NEC expands the circle of empathy and works towards realizing the desired future.


    4.2 Approach for social implementation


    Based on the concept of NEC CONNECT, we are currently advancing the development and expansion of collaborative spaces using networks. In addition to the 5G Lab, which utilizes private 5G, we are steadily expanding the collaborative spaces by leveraging next-generation networks such as IOWN and Beyond 5G9). Furthermore, we are conducting verifications using the living labs method in various internal locations such as offices, our own factories, and also in places like universities, where verifications are conducted as part of industry-academia co-creation. By advancing the verification of social acceptance in living spaces, we are broadening the opportunities for co-creation to involve external entities (Fig. 7).
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         Fig. 7 Efforts toward social implementation.
        

     


  


  
    5. Conclusion


    This paper introduced vertical services using private 5G to support industrial DX, showcasing examples of their utilization. By combining NEC’s accumulated network technologies with industry-specific DX offerings and leveraging the excellent technologies and assets of partner companies, we will accelerate our efforts in creating social values through vertical services.
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    Abstract


    The revision of guidelines from the Ministry of Internal Affairs and Communications and the Ministry of Health, Labour and Welfare have prompted local governments and hospitals to build private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper) networks on their existing infrastructure, aligning with these updates. Despite the increasing trend towards integration, the need to maintain network separation for security reasons persists. Therefore, it is imperative to implement network separation throughout the entire network, including the private 5G network, to ensure robust security measures are upheld. This paper aims to present a method for expanding virtual network technology, a widely embraced core component of NEC’s SDN solution, by integrating it with private 5G technology.
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    1. Introduction


    The Japanese market for network equipment for businesses is projected to experience a strong annual average growth rate of 2.4% from 2021 to 20261). However, despite this optimistic forecast, Japan grapples with a persistent shortage of IT personnel due to population decline and an aging workforce. This shortage raises concerns about the potential implications for the effective operation and management of IT systems.


    NEC has been proposing software-defined networking (SDN) as a solution to tackle network operation challenges. SDN offers centralized control and management of devices through software, eliminating the need for individual device building and management. At the core of NEC’s SDN solution are virtual networks, which facilitate rapid and efficient establishment of secure networks by logically separating them without being constrained by physical configurations. This approach not only enhances security but also reduces costs by minimizing dependence on physical equipment.


    The novel coronavirus infection (COVID-19) pandemic has accelerated the implementation of digital transformation (DX) within companies, resulting in a significant shift in work styles. However, this shift has introduced new challenges, particularly the increasing number of devices connected to networks. To address these challenges effectively, it is crucial to establish an environment that enables seamless communication among a wide range of IT and OT devices, both within and beyond the company premises.


    To address this challenge, NEC proposes a solution to integrate the Local Area Network with the Radio Access Network (LAN/RAN). Through this integration, the benefits that SDN originally offered to corporate networks (LAN), are extended to private 5G networks connected to LAN, creating new opportunities for enhanced value generation. This approach enables the building and operation of a network infrastructure that facilitates seamless communication regardless of user location or device.


    In this paper, we will introduce two representative industry-specific use cases in section 2, wherein we will provide more specific details regarding the need for network separation and expansion to private 5G. Next, in section 3, we will explain the virtual network technology required to realize these use cases, and finally, we will conclude the paper by summarizing our key findings.


  


  
    2. Market Trends and Envisioned Use Cases


    Taking into account the government’s initiatives, we will provide an explanation regarding the importance of network separation as presented in section 1.


    2.1 Separation of local government networks


    Local governments utilize the Internet for communicating with external vendors while relying on a closed-environment network system called Local Government Wide Area Network (LGWAN) for comprehensive administrative purposes. In order to address Internet-related threats such as preventing information leaks within this structure of multiple networks, the Ministry of Internal Affairs and Communications has issued guidelines2) stressing the necessity of network separation focused on three security policies related to the My Number Card, LGWAN, and Internet. Additionally, regional revitalization initiatives, including the concept of a digital Garden City, have emerged as a critical area of focus, and collaborative efforts between local governments and local companies, leveraging advanced technology, have been recognized as a key solution in the guidelines for effectively achieving regional revitalization. Preliminary verifications have also been conducted in some municipalities as subsidized projects from the fiscal year 2020 to 2022. At NEC, we have developed a use case that utilizes private 5G technology as a foundation for implementing digital transformation (DX) in areas such as store openings, crime prevention, cleaning, protection of animals and plants, safeguarding cultural properties, and disaster prevention in urban parks. By implementing network separation, it becomes possible to connect the responsible divisions of local governments with designated vendors for each category, enabling operation under different security policies (Fig. 1).
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        Fig. 1 Separation of a local government network.
      

    


    2.2 Separation of hospital networks


    The Ministry of Health, Labor, and Welfare’s guidelines for hospital LAN networks emphasize the importance of preventing patient information leakage from the electronic medical record system to the Internet and highlights the need to separate the electronic medical record system from the business LAN that is connected to the Internet. Furthermore, in the field of remote medical care, the utilization of smart glasses and surgical support robots has been advancing as an innovative approach to medical treatment. In this critical field, where any interruption in surgical procedures and medical examinations is unacceptable, ensuring reliable communication quality is of utmost importance. To meet these requirements, the implementation of private 5G technology can ensure stable communication quality for telemedicine and implementing network separation for both LAN and private 5G can enhance the level of security (Fig. 2).
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        Fig. 2 Separation of a hospital network.
      

    


  


  
    3. Virtual network technology and private 5G virtualization technology


    In local government and hospital networks, a prevalent LAN configuration consists of a three-layer structure. At the top layer, redundant core switches are strategically positioned. Just below them, multiple distribution switches are deployed, and further down the hierarchy, multiple access switches are placed.


    In this three-layer LAN structure, devices and servers communicate through routing based on the assigned subnets. The core switch or distribution switch, which have Layer 3 (L3) functionality, handle the assignment of subnets to different organizations or purposes.


    With the utilization of virtual network technology, the LAN structure described can be effectively represented by employing a single virtual router along with multiple virtual switches interconnected to it. Each virtual switch is assigned one or more subnets. Alternatively, it is possible to configure multiple virtual networks on the same physical network by utilizing the Virtual Router Function (VRF) and VLAN capabilities of the switches (Fig. 3).
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        Fig. 3 Virtual networking technologies.
      

    


    Section 3 describes two methods for expanding virtual network technology using the following 5G technologies:


    
        	APN

        	5G LAN-Type Service

    


    This section also explains the approach used to ensure end-to-end communication quality on the virtual network that combines LAN and private 5G that was established using the method described in the previous section.


    3.1 Expanding virtual network technology through APN


    In private 5G, the network accessible to devices is defined as an Access Point Name (APN). It is also possible to define multiple APNs on the User Plane Function (UPF) that handles traffic processing on the 5G network. In this case, the IP addresses assigned to the devices will be included in the subnet allocated to the corresponding APN. Therefore, the role of APNs in the configuration of
private 5G is equivalent to the Layer 3 (L3) functionality in LAN, where each APN represents a subnet configuration.


    The virtual network based on these factors is depicted in Fig. 4.
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        Fig. 4 Expansion through APN.
      

    


    When organizing the correspondence between various devices and functions on the private 5G network and the LAN network, we can align the UPF with a distribution switch and the APN with VRF. Additionally, we can consider the Central Unit (CU) and Distributed Unit (DU) as access switches, and the Radio Unit (RU) as an access point. Based on this organization, an APN can be represented as a single virtual switch on a virtual network.


    3.2 Expanding virtual network technology through the 5G LAN-Type Service


    The 5G LAN-type Service enables device grouping through VN (Virtual Network) groups and allows for communication permissions limited to the grouped range. Additionally, it is possible to define multiple VN groups and allocate subnets to them for a specific APN.


    In other words, VN groups can be seen as playing an equivalent role to VLANs in LAN. The virtual network based on this understanding is illustrated in Fig. 5.
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        Fig. 5 Expansion through the 5G LAN-Type Service.
      

    


    By configuring multiple VN groups with assigned subnets on the private 5G network, it becomes possible to represent a single APN on a virtual network as multiple virtual switches.


    3.3 Virtual network technology and communication quality assurance


    To ensure communication quality on the network, LAN utilizes Type of Service (ToS) and Differentiated Services Code Point (DSCP) to control prioritization. Similarly, 5G incorporates Quality of Service (QoS) flows to guarantee communication quality. Combining these approaches, a unified communication prioritization control method for both LAN and private 5G has been proposed by Sandesh Dhawaskar Sathyanarayana et al3). By employing this method and defining a single communication policy on the virtual network, it may be possible to achieve easier assurance of communication quality when private 5G devices access servers within the LAN (Fig. 6).
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        Fig. 6 Expansion to ensure communication quality.
      

    


  


  
    4. Conclusion


    Virtual network technology has gained significant market recognition for its capacity to rapidly and efficiently establish secure networks for businesses, while also enabling cost savings through the reduction of physical equipment. Looking ahead, the integration of private 5G is expected in the networks of local governments and hospitals.


    In light of these evolving market dynamics, we are dedicated to ongoing research and development efforts. Our goal is to ensure the continual delivery of the values of safety, security, efficiency, and comfort, which have been successfully achieved through virtual network technology.


  


  
    * Wi-Fi is a registered trademark of Wi-Fi Alliance.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    The spread of 5G has been enhancing the importance of networks. To fully unlock the potential of end-to-end 5G networks, not only the RAN domain but also the transport network needs to be advanced to align with the 5G era. Communication service providers (CSPs) are required to elevate their transport network to the next level by enhancing flexibility, agility, scalability, and prioritizing the increasingly important aspect of security, while maintaining the speed and capacity required in traditional transport networks as the most important KPIs. This paper introduces the NEC Value Added xHaul Solution Suite that addresses these challenges.
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    1. Introduction


    In recent years, networks have become increasingly important as social infrastructure. This trend has been accelerated by the growing use of networks amid diversifying work styles such as remote and hybrid work, the expansion of industrial applications with the spread of 5G, and the adaptation to new types of communications such as metaverse and digital twins using virtualization technologies. To meet these new network usage needs, networks must fulfill advanced requirements such as high reliability, low latency, and high functionality, while also delivering high speed and large capacity. This paper introduces the challenges of transforming transport networks into advanced networks and NEC’s solutions that address these challenges as a global network integrator.


  


  
    2. What is a Transport Network?


    A transport network refers to a network connecting various access networks, such as broadband access for fixed-line communications, mobile access for mobile communications and low-power wide-area (LPWA) networks for the Internet of Things (IoT), with data centers that handle communications processing.


    2.1 What is xHaul?


    The access and transport networks in mobile communication systems adopt the xHaul architecture. In 4G networks, the connection between the remote radio head (RRH) and the baseband unit (BBU) is known as fronthaul, while the connection between the BBU and the data center handling the communication processing is referred to as backhaul. In 5G networks, the BBU is functionally disaggregated into two separate components: the central unit (CU) and the distributed unit (DU), and the connection between the CU and DU is referred to as midhaul. xHaul is the overarching term used to describe the combined concepts of fronthaul, midhaul, and backhaul (Fig. 1).
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         Fig. 1 Positioning of xHaul.
        

     


  


  
    3. CSP’s transport network challenges in the 5G era


    As described in section 1, the spread of 5G has led to the diversification of user types and network usage patterns, and networks need to be flexible and agile to meet a variety of needs. In addition, when introducing 5G, it is important to consider the impact on existing networks and enable scalability to achieve a gradual transition from non-standalone (NSA) to standalone (SA) architecture. As a result, CSPs are facing many technical and cost-related challenges toward network transformation.


    When we break down the challenges faced by CSPs in the transport network, certain key requirements come to the forefront. In addition to the traditional focus on speed and capacity, transport networks must have a simple architecture to facilitate maintenance and ensure reliability, and also enhance flexibility, agility and scalability. Furthermore, to fully unlock the potential of end-to-end 5G networks, it is essential to enable high capacity and low latency in both the xHaul and the radio domain. CSPs are therefore required to build transport networks with excellent flexibility, agility, and scalability all within the framework of the new xHaul architecture, which includes the midhaul.

  


  
    4. Importance of Open Ecosystems and System Integration


    Open ecosystems with multi-vendor and multi-domain system integration are critical to enable the flexibility, agility, and scalability required in the transport network to meet the challenges faced by CSPs. Traditional network architecture is silo-based and vertically integrated.


    4.1 Open ecosystem approach


    Following open innovation, cloud computing, and virtualization in the IT world, the network industry is also shifting to open innovation. The term “open innovation” implies a wide variety of features, but in this context, we mean the introduction of multi-vendor networks utilizing open ecosystems. The rapid progress of open innovation has been driven by several factors such as the need to collaborate with specialists in the field of rapidly evolving technology to reap the benefits of the latest technology, mitigation of business risks through diversification of the supply chain for economic security, and the need to avoid an increase in capital expenditures (CAPEX) due to vendor lock-in.


    The open ecosystem approach allows for selective application, targeting only the necessary components without applying multi-vendor architecture to the entire existing network all at once. Partial migration can be implemented by introducing new technologies and architectures with new vendor products to only specific segments of the network, for instance, security functions are applied only to newly established metro network requiring network transformation. This approach of partially introducing new vendor products is difficult to achieve in traditional, vertically integrated networks.


    4.2 Difficulty of integration in Ecosystems


    While an open ecosystem brings several benefits, some CSPs are concerned about increased operating expenses (OPEX), because building a transport network in an open ecosystem requires a high level of expertise, extensive experience, and a sufficient implementation framework. One of the factors that increases the difficulty of integrating open ecosystems is multi-vendor management. It is necessary to understand each vendor’s characteristics, technical capabilities, and support framework, have the ability to evaluate and validate vendors’ solutions, and have vendor control based on a trusted relationship with each vendor. It also requires a comprehensive understanding of multi-domain networks and end-to-end network skills, along with essential IT skills and software skills required for network operations. Integration within an open ecosystem cannot be achieved without these advanced skills.


  


  
    5. NEC’s Value Added xHaul Solution Suite


    NEC’s Value Added xHaul Solution Suite covers not only IP and optical transport networks but also data center networks for building edge data centers, which are in increasing demand with the spread of 5G. In addition, with 5G, it is important to ensure the security of the entire network as the number of connection points for network equipment increases due to the software-defined dynamic networks. The NEC Solution Suite supports the overall process of xHaul from design to operation and covers the security aspects, as well. It addresses the aforementioned issues and needs of CSPs by offering the multi-vendor open ecosystem and various service portfolios that use software-defined network automation solutions (Fig. 2).
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         Fig. 2 Overview of the NEC Value Added xHaul Solution Suite.
        

     


    5.1 Strategic partners that make up the NEC open ecosystem


    NEC has formed an open ecosystem with top vendors who lead the global transport network market and specialists in specific areas of technology as strategic partners. In particular, we are a unique system integrator who forges strategic partnerships with leading vendors in the global IP transport market. This unique position enables NEC to carefully select and provide the optimal solution that meets the specific requirements of each customer, while maintaining carrier-grade network quality. NEC also offers solutions to a multitude of CSPs by building strong relationships with a diverse range of strategic partners, including leaders in the optical transport market, providers of solutions to enhance network reliability, and specialists in the field of security.


    5.2 CoE delivering multi-vendor system integration services for Value Added xHaul transformation


    NEC’s Center of Excellence (CoE) has accumulated experience and knowledge in building transport networks for customers in more than 150 countries.


    With their extensive experience and advanced skills, the CoEs in Europe, the Middle East and Africa (EMEA), and Latin America (LATAM) provide 5G xHaul transformation services1) to support the comprehensive process of building transport networks, helping CSPs achieve advanced xHaul transformation. These services support the entire process from network planning to design, construction, and operation by enabling the customer to select the optimal solutions that meet their needs and delivering highly challenging multi-vendor system integration. We accelerate the time to market, reduce costs, and mitigate risks by pre-validating solutions in our CoE labs and building solutions with globally replicable use cases delivered in different countries. Our offerings include services such as network operation training which supports CSPs’ operations. This enables CSPs to obtain the skills required for multi-vendor ecosystems, freeing them from the challenges of training and acquiring highly skilled personnel, and enabling them to improve profitability by assigning their own engineers to higher value-added tasks.


    5.3 xHaul transport network automation solution for operational efficiency


    Meeting the diversified needs of CSPs requires upgrading certain domains and components of networks, largescale migrations for the entire network, and expanding some sections of the network without affecting existing networks, which leads to numerous and frequent smallscale network modifications. The accumulation of such small changes inevitably leads to a multi-vendor network environment and the tendency for CSPs’ networks to become more complex than before. In an environment where multiple vendors’ network equipment is mixed, advanced skills and experience are required to deal with the many variations such as transition and unification of network operation policies and integration of networks with different policies. NEC leverages the skill set of the CoE, which has been accumulated based on diverse experiences as the xHaul transport automation solution2). This solution enables greater efficiency of increasingly complex network operations and reduction of surging OPEX in a multi-vendor environment.


    NEC has over 120 years of experience in supporting telecommunications around the world. It is a unique entity that combines the capabilities of both a product vendor that manufactures its own network equipment and an integrator that handles products within a multi-vendor ecosystem. This distinctive position enables NEC to select the best solutions and deliver highly challenging integration services based on an open ecosystem for customers.


  


  
    6. Conclusion


    NEC began offering xHaul transformation services when the CoE was established and has accumulated best practices through customer projects. Then, we expanded our portfolio with the NEC Added Value xHaul Solution Suite by enhancing our focused areas such as edge data center network and security segment.


    NEC is committed to staying abreast of market needs and challenges, continually accumulating knowledge and experience within the CoE, and expanding our xHaul transport automation solutions to offer increasingly efficient xHaul transformation services and operational simplicity.
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    Abstract


    In the network domain operated by communication service providers (CSPs), there is a noticeable trend towards increased openness and a shift to multi-vendor networks, similar to the developments observed in the field of IT computing. With the emergence of these trends, the technical requirements for CSPs to deploy network components like IP routers and optical transport network equipment in their own transport network are becoming more complex. In this paper, keeping in mind these technology trends, we introduce NEC’s service portfolio, global organization, and case studies, by highlighting our expertise as a network system integrator in providing CSPs worldwide with best-of-breed solutions that are centered around consulting services and multi-vendor ecosystems.
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    1. Introduction


    In preparation for the full-scale deployment of 5G services, demand is increasing among communication service providers (CSPs) for higher speeds, wider bandwidth, and lower latency of transport networks in addition to wireless networks. As a result, the range of network products and solutions used in building transport networks is expanding to include multi-vendor based open-architecture solutions, in addition to conventional vertically-integrated solutions based on specific networking equipment vendor products. In recent years, there has been a growing trend towards actively considering the deployment of networking equipment that complies with open technology standards as represented by the Telecom Infra Project (TIP), and CSPs are striving to optimize the total cost of ownership (TCO) with an awareness of the life-cycle management of such networking equipment. This means selecting best-of-breed products and solutions to avoid specific vendor lock-in, thereby highlighting the increasing importance of system integration capabilities that combine multiple vendors’ products. In response to these needs, NEC offers xHaul transformation services, leveraging our global resources, deep knowledge, and extensive experience. This paper introduces NEC’s service portfolio, the global organization for delivering services, and several use cases.

  


  
    2. Challenges in Enhancing Transport Networks


    Conventional transport networks have mainly been built using dedicated products that integrate hardware and software developed by specific vendors. However, current efforts to adopt open technologies in the field of transport networks are progressing in the same way that computers transitioned from mainframes with black-box specifications to general-purpose servers. Based on this trend, many emerging vendors, as well as established leading vendors of networking equipment, are launching solutions that support open technology. Numerous technical efforts, such as ensured multi-vendor interoperability and secure migration from existing networks must be addressed in order to deploy, integrate and operate these products. It is important to fully understand the designs and operational processes of the CSPs’ existing networks before considering and implementing the most optimal solutions for enhancing the transport network.


    To address these challenges, NEC has launched the xHaul transformation services that include an extensive service portfolio built upon our long years of business experience in transport networks for the global market. The service covers the products of our ecosystem partners as well as NEC’s own products. Additionally, we have established 5G transport network Centers of Excellence in the EMEA and LATAM regions as a global framework to deliver our services for CSPs across the globe.


    2.1 xHaul transformation service


    The xHaul transformation services includes a portfolio of offerings classified into five phases from planning the deployment of the equipment to operation with considerations of the life cycle of networking equipment (Fig. 1).
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        Fig. 1 Overview of NEC xHaul transformation service portfolio.
      

    


    
        	Plan phase
An investigation and analysis of any technical and operational challenges for existing transport networks based on the service and network evolution plans drawn by CSPs are made in this phase to co-create a grand design. The purposes of this design are to maintain and improve network quality, implement a gradual transition, and automate operations.


        	Design phase
Various design documents are created in this phase. These documents range from HLD (High-Level Design) to LLD (Low-Level Design) for the transport network architecture design, link design, deployment, migration, and operation.


        	Implement phase
The activities performed in this phase include pre-verification in the lab, system setup before shipping, delivery to the site and physical installation, configuration, and setup at the customer site as well as various tests for system validation before operations begin.


        	Operate phase
Technical support for the operation and maintenance of transport networking equipment as well as life cycle management for equipment in operation, technical training to enhance the skills of operators, and maximization of the operational efficiency of the equipment are provided in this phase.


        	Optimize phase
Proposals for the deployment of additional networking equipment and its preventive maintenance are made in this phase based on monitoring and analysis of communication traffic and operational status, aimed at enhancing operational efficiency. Also, we propose an accelerated time-to-market and improved cost efficiency by adopting automation solutions based on the analysis of operational processes.

   


    These service portfolios comprise solutions that can only be provided by a network system integrator with comprehensive consulting capabilities and the expertise to effectively prioritize the challenges faced by CSPs and offer solutions that take into account the latest technological trends.


    2.2 CoE’s value to accumulate technical know-how and deliver advanced services


    In 2021, we established CoEs in the LATAM and EMEA regions as hubs to centralize resources and expertise to deliver more advanced services (Fig. 2). The reason is that as the technologies used in transport networks are continuously evolving and incorporating elements such as high speed, openness, and virtualization, we need to proactively capture the latest technological trends and contribute to building highly competitive networks by leveraging cutting-edge technologies.
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        Fig. 2 CoE launched in two regions: LATAM and EMEA.
      

    


    Each CoE has experienced consultants and engineers who, through direct communications with customers, propose optimal solutions based on our globally accumulated best practices and expertise to help solve various challenges faced by CSPs. Also, our universal lab facility serves as the foundation to support these efforts, allowing us to validate products in a quality-conscious multi-vendor lab environment and accumulate the know-how gained from such validation. Furthermore, we have established an organizational structure and environment to provide borderless services across countries while making the services available in the local languages of each region.


    
        	LATAM CoE
The structure of the LATAM CoE is centered around technologies such as IP networks, optical networks, data centers, wireless networks, and security. More than 230 members (as of April 2023), including those who are certified by leading networking vendors, work at the LATAM CoE. In addition to global partners, we collaborate with local partners who are highly valued in the LATAM region and whose participation in NEC’s open ecosystem enables the delivery of tailor-made solutions that align with the unique needs of customers in the region.


        	EMEA CoE
The structure of the EMEA CoE is centered around technologies such as IP networks, optical networks, and security. More than 100 members (as of April 2023), including those who are certified by leading networking vendors, work at the EMEA CoE. We also collaborate with esteemed local vendors to provide tailor-made solutions that align with the unique needs of customers in the region as in the LATAM region.

   


    In addition to fostering collaboration among these CoEs to enhance NEC’s global competence, NEC’s headquarters in Tokyo have established alliances with various partners on a global level. This collaboration with the headquarters of partner companies enables us to deliver comprehensive services globally and ensures the provision of even higher quality and more competitive services.


  


  
    3. Use Case of Service Offerings


    The following are three use cases of our service offerings to various CSPs with the aim of strengthening their transport networks.


    3.1 Integration of fixed, mobile, and enterprise networks through multi-vendor solution


    A major CSP in South America faced significant challenges to reduce implementation and operational costs to maintain and operate separate networks for fixed, mobile, and enterprise services respectively. This use case is about the integration of three separate transport networks to reduce operating costs and improve agility and flexibility in providing services to end-users. After assessing the existing network traffic condition and future plan for the line capacity, NEC proposed and deployed different partner products for the core/metro network and access network respectively to achieve the optimal network configuration. The key success point is that when deploying the products and solutions, we identified potential technical issues that might arise in a multi-vendor environment when deploying the products and conducted pre-validation testing based on our quality standards. Thanks to this pre-validation testing, we have achieved smooth implementation and migration of the multi-vendor solutions. Currently, discussions are underway to adopt open technologies, such as the introduction of white-box solutions (the separation of networking devices and network operating systems), to further strengthen transport networks.


    3.2 Integration of fixed broadband service infrastructure


    As part of the policy to enhance a broadband network in a country in Asia, we received a request to transfer the network infrastructure for fixed broadband services provided by a mobile network operator (MNO) to a fixed network operator (FNO) to realize fixed-mobile convergence (FMC).


    Because the MNO and FNO had IP routers from different networking vendors installed, we first installed an autonomous system border router (ASBR) at the boundary of each network as a temporary bridge between the two networks. Then we deployed core routers compatible with advanced broadband network gateway (BNG) functions and used Inter-AS Option-C as a method to connect different ASs to minimize implementation and operational risks (Fig. 3). Finally, we managed to realize the FMC, which was the initial request from the customer, by following the pre-validated procedures for smooth migration.
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        Fig. 3 Migration procedures.
      

    


    In the provider edge (PE) router domain, the introduction of multi-vendor products is being considered in the future and we are expected to achieve greater cost savings and operational efficiency.


    3.3 Technical training


    A major CSP in the Middle East asked us to provide technical training for their network maintenance and operation personnel when introducing the latest IP routers. They needed more practical training based on actual network configurations in addition to general technical training provided by networking vendors. They also faced the challenge of lacking a training facility within their company to effectively conduct the training with a fully equipped network environment.


    In response to these requirements, the EMEA CoE created and provided optimal training programs tailored to actual network configurations of the customer using a state-of-the-art transport network lab composed of multiple networking vendor products. The experienced engineers at the EMEA CoE, all of whom hold advanced certification from leading networking vendors, made a proposal from a customer-oriented perspective as a network integrator. Through interactive dialogue with trainees, the engineers had deep-dive into customer challenges and needs, offered advice for achieving stable operations and proposed new solutions to optimize operational efficiency. As a result, we received a request for additional training from the customer allowing us to expand our services further. This included conducting the validation of network equipment connectivity using the multi-vendor lab, which contributed to enhancing operational efficiency.


    This training program has been well received by many CSPs, resulting in their ongoing utilization of our services (Photo).
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        Photo Technical training at the EMEA CoE lab.
      

    


  


  
    4. Conclusion


    NEC is committed to delivering an open ecosystem of best-of-breed solutions that effectively tackle the business challenges confronted by CSPs and building networks that support safe and secure social infrastructure on a global scale. This objective is accomplished through our provision of xHaul transformation services, which encompass comprehensive service portfolios provided by CoEs that consolidate global competencies.
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    Abstract


    As the importance of networks as social infrastructure grows, Communication Service Providers (CSPs) are focusing on automation solutions that can both accelerate the time to market and reduce operating costs. However, due to the complexities in terms of operation unique to the telecommunications industry, the introduction of automation has not progressed as smoothly as expected. The NEC xHaul Transport Automation Solution is composed of a multi-vendor ecosystem and services to deliver automation aimed at solving the variety of challenges that CSPs face when deploying automation solutions. This paper introduces the details of NEC’s xHaul Transport Automation Solution.
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    1. Introduction


    The importance of networks as social infrastructure is growing because of the spread of 5G and the prolonged pandemic. CSPs are required to provide a variety of services quickly and at competitive prices to meet diverse user needs. However, networks are becoming increasingly complex as they respond to such diverse needs, and CSPs face challenges such as higher operating costs and increased human error. One of the most effective means of achieving faster time to market and also lower operating costs is to implement an automation solution. This paper discusses the benefits and challenges of delivering automation solutions for transport networks as well as NEC’s xHaul transport automation solution that solves these challenges.


  


  
    2. Challenges in Delivering the NEC xHaul Transport Automation Solution


    Automation solutions widely used in the IT and cloud computing sectors are now being implemented in the telecommunications industry. However, delivering automation solutions in the telecommunications industry poses challenges due to operational complexities unique to the industry, such as large-scale networks spanning entire countries, the criticality of being social infrastructure, and the coexistence of multiple generation systems with specifications that change almost every decade from 3G, 4G to 5G.


    Another challenge in adopting automation solutions is that the business processes of CSPs are being individually optimized and managed by different operational departments. The following subsections outline three common challenges encountered in the deployment of automation solutions.


    2.1 Difficulty in determining where to introduce automation solutions


    In CSPs’ extensive networks with diverse functionalities, multiple organizations are often responsible for building and operating them, each having their own distinct business processes in most cases. It is important to gain a comprehensive understanding of the existing network infrastructure and business processes to identify the optimal areas for deploying automation solutions and maximizing return on investment (ROI). However, in such a complex environment, determining these areas poses a challenge.


    2.2 Difficulty in selecting a solution to realize automation


    Network technology is rapidly evolving, and the CSPs’ networks are a complex mix of new and old technologies from multiple vendors. Networking equipment vendors offer a wide range of automation solutions, so selecting the most suitable solution for CSPs’ specific problems is a challenge within such complex networks.


    2.3 Difficulty in customizing the solutions to be deployed


    Deploying an automation solution in an optical/IP transport network involves addressing multiple challenges. First, from the perspective of processes, different organizations may be responsible for each optical and IP network domain, leading to varying operations and approval flows. Second, from the perspective of network infrastructure, the optical and IP networks consist of multi-vendor products with diverse operating models and automation methods. Automating the operational process in such cases requires advanced customization to accommodate the wide range of organizations and vendor products involved. Lastly, a third challenge involves acquiring and training personnel with the necessary skill set for implementing these customizations. This includes proficiency in architectural design and operational skills to understand the entire network comprehensively, as well as software engineering expertise to customize the solution.


  


  
    3. NEC’s xHaul Transport Automation Solution


    The NEC xHaul Transport Automation Solution addresses the challenges faced by CSPs when deploying automation solutions. With our extensive experience in transport networks and software development, we offer integrated solutions to address the aforementioned challenges such as identifying suitable areas for automation, selecting the most appropriate solution, and customizing it to meet each CSP’s requirements. By implementing these solutions, we enhance operational efficiency.


    The solution introduced here consists of a multi-vendor automation solution ecosystem and support services that leverage this ecosystem to help customers introduce automation to their networks (Fig. 1).


    
      [image: 230136_01.jpg]

      
        Fig. 1 Outline of the NEC xHaul Transport Automation Solution.
      

    


    3.1 NEC’s xHaul Transport Automation Solution ecosystem


    The NEC xHaul Transport Automation Solution ecosystem is applicable to a variety of automation use cases and network environments. NEC selects and evaluates multi-vendor compatible solutions that are available in the market in advance, and then incorporates those that meet certain criteria into the ecosystem. Evaluations are based on comprehensive metrics that include performance, maintainability, and functionality. A range of automation use cases are examined during preliminary evaluations to efficiently identify optimal solutions tailored to each customer’s requirements. In addition, we conduct pre-validation of a combination of solutions to mitigate deployment risks and ensure secure implementation.


    3.2 NEC’s xHaul transformation services


    NEC integrates support service for delivering automation solutions within the NEC xHaul transformation services to provide an environment in which CSPs can successfully introduce automation solutions.


    These services define the automation delivery processes across five phases: Plan, Design, Implement, Operate, and Optimize. They offer support in efficiently implementing automation solutions in each phase (Fig. 2). Depending on the CSP’s requirements, the services can be provided as a comprehensive one-stop solution covering all phases or tailored to specific phases.
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        Fig. 2 NEC xHaul transformation services for delivery support of automation solutions.
      

    


    3.2.1 Plan


    This is a step to identify the scope of automation solution to be applied. It is important to identify the most cost-effective areas among various business processes and narrow down the scope of automation.


    Flow to identify the optimal scope of automation application:


    
        	Operation process analysis: The current operation processes are analyzed and broken down, and the costs and time associated with each process are quantified. Areas that require human intervention, and thus are difficult to automate, are identified.

        	Rough cost estimate: The approximate costs of applying automation to each of the operation processes are estimated. These costs include the solution purchase, integration, and operational expenses.

        	Calculation of expected benefits: The expected benefits are calculated based on two indicators: the reduction of operating costs and increases in revenue. It is also important to consider how process improvements can increase revenue by accelerating the time to market.

        	Definition of the scope of automation and KPI setting: The scope for the application of automation is defined, and key performance indicators (KPIs) as goals are set based on the calculated costs, expected benefits, as well as the execution priorities and risks.

   


    NEC has long-standing experience as a network integrator supporting the operations of many CSPs. By leveraging such experience and expertise we have acquired over the years, we efficiently and quickly carry out the planning phase, which is the first step of applying automation, and then identify and propose an appropriate scope of automation to be applied.


    3.2.2 Design


    In this phase, we consider the proposed changes to the processes to which automation will be applied and select an automation solution capable of realizing those changes. When selecting a solution, it is important to consider not only functional aspects but also performance, reliability, and security requirements. Solutions can be selected from a pre-evaluated solution out of NEC’s xHaul Transport Automation Solution ecosystem. However, it is rare to find a solution that can be used as is, and some level of customization is usually required to align with the existing network and business processes. Two approaches are possible: customizing the solution to fit the current processes or modifying the customer’s processes. We analyze the level of customization required, the difficulty involved, the extent of changes to the customer’s business processes, and the impact and risk associated with them. Based on this analysis, we determine the optimal method of implementation.


    3.2.3 Implement


    In this phase, the selected solution is integrated into the existing processes.


    
        	Development: We develop customized solutions to be integrated into the customer’s business processes. The implementation method depends on the solution, but in most cases, it involves a combination of scripting languages such as Python and PHP, which are widely used in software development, and data formats such as XML and YAML. To ensure high performance and high reliability, it is important to adopt the concepts of secure development and quality control and establish quality standards before development begins.

        	Implementation: This customization development is gradually applied to the actual environment using an agile approach. In the initial stage, we limit the scope of processes and the amount of network equipment involved to minimize the impact on the actual environment while verifying its functionality. We repeat the development and verification several times while gradually expanding the scope and scale, and when the operational behavior is confirmed to be within the defined quality standards, we transition to full-scale implementation across the entire network and all processes. It is also possible to take a phased migration approach depending on the scope of the processes and the scale of the network.

    


    NEC has been engaged in software development and quality control of mission-critical systems over the years. We leverage the knowledge and expertise accumulated throughout our long history to execute the highly reliable customized development required for introducing automation.


    3.2.4 Operate/Optimize


    In these phases, we monitor the operational status of the automation solution that was introduced, verify its validity, and optimize it. In addition to maintenance to ensure that the solution is operating without any problems, we verify if the expected effects are achieved based on the KPIs set in the Plan phase. Also, we consider expanding the scope of application of the automation solution to further improve operational efficiency. As networks and their operation processes change according to the progress of technology and changes in user requirements, it is necessary to adjust or modify the applied automation solutions accordingly. Also, automation technology itself is evolving every day, so periodic reviews of the processes and scope of automation applied, including the application of the latest technologies, are important to further enhance its effectiveness.


    In addition to providing automation solutions, NEC supports the ongoing improvement of the customers’ operational processes. Furthermore, NEC’s xHaul Transport Automation Solution ecosystem is continuously expanding its portfolio, enabling us to deliver cutting-edge technologies in a timely manner.


    3.3 Global scheme supporting xHaul Transport Automation Solutions


    The xHaul Transport Automation Solution is supported by our global Centers of Excellence (CoE) that bring together network technologies and software engineering skills.


    We established CoEs in June 2021 and have continuously reviewed its role and functionality to better support our customers. For automation solutions, we are enhancing the software development resources and multi-vendor validation labs. CoEs enable us to evaluate and validate the latest automation solutions and continuously expand and modernize our solution ecosystem.


  


  
    4. Conclusion


    The importance of networks as social infrastructure will continue to grow, and the network operations of CSPs are expected to become more complex in the future. NEC will continue to precisely grasp market needs and challenges, enhance our solutions to address them and contribute to CSP’s achievement of greater operational efficiency and improvement of their competitiveness.
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    Abstract


    5G and Beyond 5G technology requires even higher capacity in transport networks. Transport networks in countries other than Japan have used fixed wireless systems as the mobile backhaul for ease of installation and TCO (total cost of ownership) reduction. But now that the standard specifications for cross-haul (xHaul) networks have been established, the application of fixed wireless systems is expected to expand as various 5G or Beyond 5G situations develop. This paper gives an outline of fixed wireless transport in the eras of 5G and Beyond 5G and also introduces the technologies and products supporting it.
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    1. Introduction


    In the 5G and Beyond 5G eras, the increasing number of applications that require high-capacity data transmission demands an even higher capacity in transport networks. In addition, many transport network markets employ a large number of fixed wireless systems because of the low cost, high speed, and ease of installation. Also, with the establishment of standard specifications for fixed wireless transport in the xHaul requirements of the Open RAN (O-RAN) ALLIANCE, it is expected that fixed wireless systems will be applied to xHaul even in regions where fixed wireless systems are not common, such as the Japanese transport network market.


    This paper provides an overview of fixed wireless transport and introduces the technologies and products supporting it.


  


  
    2. Outline of Fixed Wireless Transport


    Fixed wireless transport uses a fixed wireless system to construct a transport network. Compared to wired transport that utilizes optical fiber, etc., fixed wireless transport has the advantage of low cost and ease of installation that can be done in a short period of time and it has been widely used in the transport market. In the global market, some countries and regions have restrictions on cable installation, and the use of fixed wireless transport is expected to continue in the future (Table).


    
        
         Table Features of wired and fixed wireless transport networks.
        

        [image: 230137_01.jpg]
    


    New technologies are being applied to transport networks as mobile networks evolve. Whereas Ethernet permeated the transport networks of 4G, low-latency
transmissions and highly accurate time synchronization are being employed in the 5G era to increase network capacity and implement the Time-Sensitive Networking (TSN) standards for a wide range of real-time applications. Beyond 5G is expected to further advance and open up the network.


    In fixed wireless transport, there is a need to further increase capacity and improve availability in line with the advancement of transport network technology.


  


  
    3. Introduction of Fixed Wireless Transport Products


    NEC has a long history of launching microwave or millimeter wave products (iPASOLINK series) for fixed wireless transport into the global market. The product line includes the split mount type composed of an IDU (Indoor Unit: a unit with packet processing and a modem for indoor installation) and an ODU (Outdoor Unit: a unit with a wireless transceiver for outdoor installation) as well as the AOR (All Outdoor Radio) type that integrates the functions of the IDU and the ODU in a single unit (Fig. 1). The iPASOLINK VR is the main product for microwave bands (6 to 38 GHz) and can flexibly combine wireless channels for a maximum bandwidth of 10 Gbps. The iPASOLINK EX Advanced is the main product for millimeter-wave bands (E-band: 80 GHz) and can achieve a
maximum wireless transmission of 20 Gbps by using the polarized multiplexing with a single device and a maximum wireless transmission of 25 Gbps when combined with several fixed wireless transmission systems.
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        Fig. 1 iPASOLINK series products.
      

    


  


  
    4. Technologies Supporting Fixed Wireless Transport


    4.1 Utilization of wider wireless channels


    The need for greater capacity with 5G and Beyond 5G compared to 4G is leading to further advancement in the widening of wireless channels. While the wireless transmission in the microwave bands transferred approximately 500 Mbps of data with a bandwidth of no more than 56 MHz, studies to expand the bandwidth up to 224 MHz are gaining momentum to achieve higher capacity wireless transmission. This is expected to increase the capacity per wireless channel. In areas where large-capacity transmission is required, which is difficult to achieve with microwave bands, large-capacity transmissions are achieved by utilizing a bandwidth of 250 MHz to 2 GHz in the millimeter wave bands where a wider bandwidth can be secured. The expansion of this bandwidth is being actively studied, and it is expected that more and more wireless channels will rapidly become wider following the progress of discussions on standardization and legal regulations being made in various countries with consideration for 5G and Beyond 5G.


    4.2 Improving TCO by integrating the fixed wireless transmission system


    As discussed earlier, the rapid growth in demand for transmission capacity in Beyond 5G has led to significant need for substantial improvement in the capacity of wireless transmissions. To this end, multichannel technology that aggregates multiple wireless channels and transmits them through a single system is proposed for this purpose. To achieve multi-channel transmissions in conventional systems, it is necessary to configure the system with the same number of devices as the number of wireless channels used. Because this configuration does not only take high initial investments but also deteriorates the operating costs (mounting space, tower load, power consumption, etc.), the demand for miniaturization and the integration of equipment is increasing. NEC offers a product equipped with the transmission/reception functions of two channels (channel aggregation function) in a single wireless transceiver unit (Fig. 2).This product makes it possible to simplify the equipment configuration and contributes to TCO reduction.
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        Fig. 2 Channel aggregation configuration.
      

    


4.3 High-capacity technology with multiband


    In conventional fixed wireless transport, multiple wireless channels in the same frequency band are bundled into logical channels to achieve a high capacity. However, because the radio wave regulations in many countries restrict the number of channels available in a single frequency band, the demand for multiband configurations combining different frequency bands is increasing (Fig. 3). To deal with this trend, multiband aggregation technology is put into practical use by combining two different frequencies in microwave bands or frequencies in the microwave and millimeter-wave bands. Besides, multiband can be realized in a simpler configuration by combining it with microwave band equipment that supports the aforementioned channel aggregation.
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        Fig. 3 Multiband configuration.
      

    


    Although millimeter-wave bands can use a wider channel width and transmit a larger capacity than microwave bands, they are prone to fluctuations in transmission capacity due to the effects of radio wave attenuation caused by rainfall and other factors. To solve this issue, NEC improves the availability of multiband aggregation configuration by using the ETH-BN (Ethernet Bandwidth Notification) technology defined in ITU-T G.8013/Y.1731. This technology makes it possible to identify the transmission capacity information of wireless channels in real time and also to efficiently allocate data to each wireless channel that constitutes a logical channel according to the transmission capacity (Fig. 4).
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        Fig. 4 Example of multiband aggregation configuration.
      

    


  


  
    5. Beyond 5G Technologies Attracting Attention


    For further increases in the wireless channel capacity in the future, in addition to promoting the use of the millimeter wave bands, the use of sub-terahertz bands (100 to 300 GHz) is attracting attention. In particular, the use of the D-band (130 to 174.8 GHz) and W-band (92 to 114.25 GHz), which are internationally allocated for fixed wireless communications, are expected to be utilized. As shown in Fig. 5, these frequency bands are characterized by the availability of a wider channel width than the microwave band (15 GHz). However, as the frequencies of the W-band are 130% of the E-band and those of the D-band are 200%, advanced technical development of high-frequency systems would be necessary for their commercial implementations.
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        Fig. 5 Frequency relationship between microwave-band (15 GHz), E-band, W-band, and D-band.
      

    


    NEC has developed a high-frequency device operating in the 150GHz band and a 10mW power amplifier with the world’s highest level of output power to realize a fixed wireless transmission device using the D-band, which provides a wider channel width. Based on these technological developments, NEC will realize high-capacity wireless transmission for 5G and Beyond 5G through the promotion of advanced wireless technologies, including the promotion of Orbital Angular Momentum (OAM) mode multiplexing technology development to attain even greater capacity.


  


  
    6. Conclusion


    With the increasing demand for higher capacity in transport networks, the move of fixed wireless systems to xHaul applications is expected to expand.


    To meet these needs, NEC contributes to the further spread of wireless channels with larger capacity and higher-efficiency transmission by utilizing high frequency bands such as the W- and D-bands, developing advanced technologies such as OAM mode multiplexing and polarized multiplexing, and promoting standardization in addition to releasing the iPASOLINK series of products. In response to trends such as the use of multiple channels in fixed wireless transmission systems, we will provide products with higher ease of installation and operation and reduce power consumption for the expanding 5G and Beyond 5G market.
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    Abstract


    5G and Beyond 5G networks require software-defined networking (SDN) and automation support for efficient use of wireless transport networks. Standardization bodies such as the ONF, IETF, and ETSI are promoting the standardization of device monitoring and control interfaces using the Network Configuration Protocol (NETCONF) and data models. By complying with these standards and cooperating with SDN orchestrators, NEC’s PASOLINK wireless transport devices and unified network management system (UNMS) provide automated solutions for the operation of wireless transport networks.
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    1. Introduction


    5G and Beyond 5G networks are complex network systems that combine a variety of networks and that require end-to-end integrated operations management as well as optimization of network resource utilization to provide network services and applications. Also, more efficient network management is required for the domain of wireless transport that conventionally uses vendor-specific control and data models. To meet these needs, the introduction of software-defined networking (SDN) and the automation of operations are being considered.


    In this paper, we discuss the standardization trends of SDN and automation in wireless transport and introduce NEC’s response to these trends and NEC policies on relevant devices and network management products.


 


  
    2. Standardization Trends of SDN and Automation in the Wireless Transport Domain


    NEC has been involved with several standardization bodies in activities focused on the standardization of SDN and automation from the early stages and has contributed to the standardization activities of SDN through participation in the proof of concept (PoC)1).


    2.1 SDN architecture


    The two main types of SDN architecture are described here. In one method, the SDN orchestrator directly monitors and controls the devices of multiple vendors (Fig. 1). In the other method, the controller of each vendor (domain controller) monitors and controls their own devices, and the SDN orchestrator indirectly monitors and controls the devices via the vendor’s controllers (Fig. 2)2). When each device conforms to a standardized SDN interface and data model, the first method of direct monitoring and control can be used. When adopting existing legacy devices, domain-specific technology, or vendor-specific functions, the second method using domain controllers for indirect monitoring and control is used.
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        Fig. 1 Monitoring and control of devices using NETCONF.
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        Fig. 2 Monitoring and control using domain controllers.
      

    


    The Network Configuration Protocol (NETCONF)3) has been introduced as an SDN interface for device control in wireless transport. The NETCONF is a protocol that is gaining popularity as a monitoring and control interface that can replace the Simple Network Management Protocol (SNMP). It has more advanced features than the SNMP, and these features include good readability with XML-based text format, SSH (Secure Shell)-based security, and rollback functions.


    The Open Networking Foundation (ONF) has defined the Transport API (TAPI)4) as an interface protocol between SDN orchestrators and domain controllers, whereas the Internet Engineering Task Force (IETF) has defined Representational State Transfer Configuration Protocol (RESTCONF)5) as its chosen interface protocol. TAPI is an interface that is used to manage VLAN (virtual local area network) services that span multiple devices and control them on a service-by-service basis, whereas RESTCONF is an interface that is used to control each device individually.


    2.2 Standardization of data models


    The standardization of management models is currently underway with the aim of achieving vendor-agnostic device management.


    The OTCC (Open Transport Configuration & Control) project of the Open Networking Foundation (ONF) is developing a management model for radio transport equipment within the 5G xHaul team (Microwave Information Model TR-532)6). Proof of concept (PoC) and real-world testing are also underway. In a project led by Telefónica Germany in 2021, SDN controllers implementing the TR-532 Microwave Information Model were used to monitor and control 40,000 devices7). Meanwhile, the Common Control and Measurement Plane (CCAMP) working group of the Internet Engineering Task Force (IETF) is also developing a management model for wireless transport equipment and has published their proposed standard as the RFC8561 document8). As there is no compatibility between the two models, it remains to be seen which model will become the de facto standard, so we will have to closely monitor the situation.


    2.3 Automation use cases


    In the Industry Specification Group on millimetre Wave Transmission (ISG mWT) of the European Telecommunications Standards Institute (ETSI), research and validation of SDN and automation use cases are being conducted. The group issued documents that outline the SDN and automation use cases in wireless transport, including VLAN service control, optimization of power consumption, and optimal frequency allocation9)10). In addition, for validation of the use cases, the group conducted a plugtest in February 2023 based on the RFC856111). In this plugtest, multi-vendor devices were controlled by using the NETCONF interface protocol to obtain network information and control VLANs.


  


  
    3. Addressing SDN and Automation in NEC’s Wireless
Transport Domain


    NEC offers PASOLINK wireless transport devices and the NEC Unified Network Management System (UNMS) as an advanced network management platform for those  devices. In this section, we take a look at NEC’s efforts to realize SDN and automation in the NEC PASOLINK and UNMS.


    3.1 Monitoring and control interfaces


    The UNMS acts as a domain controller for the wireless transport domain in the SDN architecture and provides efficient network management by controlling wireless transport devices in conjunction with the SDN orchestrator. Both TAPI and RESTCONF are implemented in the UNMS as upstream interfaces, enabling connection and coordination with a variety of SDN orchestrators. UNMS also supports the NETCONF protocol as a device control interface. Therefore, it can be connected not only to NEC devices but also to wireless transport devices from other manufacturers that are compatible with NETCONF and ONF’s technical recommendation TR-532 to manage multi-vendor networks.


    Because the PASOLINK supports the NETCONF protocol, direct monitoring and control from an SDN orchestrator is possible. The PASOLINK is also compatible with the two SDN architectures described in section 2.


    3.2 Dealing with automation use cases


    UNMS supports the six automation use cases specified in the ETSI GR mWT 025 group report10). These six use cases comprehensively cover the challenges of network management in wireless transport. Automation in these use cases will contribute to the improved operational efficiency of communication service providers (CSPs).


    3.2.1 Automatic detection of networks and services


    To manage the configuration of a complex network in an integrated manner, it is necessary to understand the topology of that network. After obtaining the configuration information, adjacency information, and VLAN configuration information from devices, the UNMS analyzes and manages the configurations for both the network and VLAN service. The UNMS then provides them to SDN orchestrators using a standardized SDN interface (Fig. 3). This enables the SDN orchestrators to manage multi-domain, end-to-end network topologies.
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        Fig. 3 Network/service discovery and synchronization.
      

    


    3.2.2 Service provisioning


    To efficiently utilize network resources and provide network services, it is necessary to design systems across networks be they IP or wireless transport. UNMS receives requests from an SDN orchestrator and performs optimal path design and device configuration in the wireless transport domain. This enables end-to-end service provisioning of VLAN services in the SDN orchestrator (Fig. 4).
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        Fig. 4 End-to-end service provisioning.
      

    


    3.2.3 Improving the efficiency of network resources


    To efficiently utilize network resources, it is necessary to optimize the network configuration in accordance with the traffic information. The UNMS collects traffic information from devices and generates meaningful reports regarding the results of the analysis of wireless network operation performance. Also, there is a demand for the real-time display of traffic information and traffic prediction by AI and machine learning. And plans to implement these features in the UNMS are underway.


    3.2.4 Failure analysis and prediction


    To reduce operating expenses (OPEX), increase network availability, and improve the quality of service to end users, advanced failure analysis and failure prediction are required. The UNMS has a standard SDN interface so it can notify SDN orchestrators of alarms from equipment and it has the ability to analyze failures in the wireless transport domain and provide alarm information affecting services to SDN orchestrators. This enables the SDN orchestrators to perform advanced multi-domain failure analysis and prediction.


    3.2.5 Power consumption efficiency


    Reducing power consumption of the entire network, including in the wireless transport domain, has become an important issue for CSPs. The NEC UNMS can reduce power consumption on lines that use the Radio Traffic Aggregation (RTA) function, which performs packet transfers of multiple wireless channels by handling them virtually as one physical layer, by suspending some radio channels on the RTA line only during times when traffic volume is sufficiently low. Here, traffic volumes are analyzed to detect which radio channels are to be switched off, and the device settings are automatically changed.


    3.2.6 Automatic frequency allocation


    With the advent of the 5G era and the increasing density of networks, we expect that mutual frequency interference will be more likely to occur between wireless links, resulting in an increasing need for automatic frequency allocation. To meet this need, we are exploring ways to make the UNMS visualize frequency usage conditions, perform phasing detection from traffic information analysis, and provide information to SDN orchestrators.


  


  
    4. Conclusion


    In this paper, we introduce the standardization trends of SDN and automation in wireless transport networks and NEC’s efforts to deal with those trends. At NEC, we are actively committed to the standardization of SDN and automation in the wireless transport domain as well as providing our customers with the PASOLINK wireless transport devices and UNMS network management platform — both of which comply with the standardization efforts. What is more, we are also promoting the automation of the UNMS to improve operational efficiency in the wireless transport domain, regardless of whether an SDN orchestrator is introduced or not. Looking ahead to the Beyond 5G era, we will continue to endeavor to contribute to the development of telecommunications networks and the provision of network services by achieving the optimization and advancement of network operations.
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    Abstract


    Microwave and millimeter-wave communication systems are used for mobile backhaul applications all over the world. The Beyond 5G and 6G applications, however, require a higher capacity of 50 Gbps or more, and this is difficult to achieve with conventional systems. This paper introduces the principles, features, challenges, and implementation methods of NEC’s OAM mode-multiplexing transmission system, which is a communication method suitable for high-frequency bands capable of increasing efficiency and capacity and for utilizing wider bandwidths. In a real-time transmission experiment conducted in the sub-terahertz band to demonstrate the feasibility of this technology, NEC succeeded in the transmission of 256QAM/16 multiplexing (14.7 Gbps) over 100m by combining it with polarization multiplexing. Now we aim to increase this to 100 Gbps for commercial release of this technology.
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    1. Introduction


    Microwave and millimeter-wave wireless communication systems are playing a significant role in building the world’s mobile backhaul (MBH) networks, and NEC delivers these systems to telecommunications service providers worldwide under the brand name of PASOLINK.


    Applications for Beyond 5G and 6G are currently under development around the world for MBH, and they require a high-capacity transmission that exceeds 50Gbps. This is difficult to achieve using conventional wireless communication systems.


    In this paper, we take a look at orbital angular momentum (OAM) mode-multiplexing radio transmission, which is one of the spatial multiplexing transmission techniques that can meet the demand for high-capacity transmission.


  


  
    2. OAM Mode-Multiplex Radio Transmission


    2.1 Principles and characteristics


    OAM stands for orbital angular momentum, which is one of the physical quantities associated with electromagnetic waves. The number of OAM modes that are mutually orthogonal is infinite. If OAM can be utilized for multiplexing to transmit multiple independent signals at the same frequency, it can achieve both high-frequency utilization efficiency and high-capacity transmissions.


    An OAM signal is represented by a mathematical expression in a cylindrical coordinate system using the Laguerre polynomial1). The topological charge ℓ (where ℓ is an integer) in the mathematical expression is represented as a mode.


    There is an infinite number of modes, ℓ = 0, ±1, ±2, ±3, and so on, which are mutually orthogonal. The ℓ = 0 mode represents a plane wave (Gaussian beam), which is used in conventional wireless communications. For modes other than ℓ = 0, the iso-phase front combines with an ℓ quantity of spiral surfaces (with a mutual phase difference of 2π/ ℓ rad), as shown in Fig. 1. The sign of the mode corresponds to the direction of rotation of the spiral (the Z-axis represents the direction of beam propagation). The iso-phase front is a characteristic of the OAM signal. The iso-phase front of a plane wave is a plane that appears at wavelength intervals.
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         Fig. 1 Shapes of iso-phase front.
        

     


    Due to the orthogonality of OAM modes, the signal transmitted with mode + ℓ will have zero energy for receivers other than those with mode + ℓ when multiple modes are multiplexed and transmitted. In other words, it is theoretically possible to achieve infinite multiplexing because only the desired mode can be received without interference between modes.


    Specifically, OAM mode-multiplexing signals are generated by modulating the sinusoidal wave of each OAM mode with the same frequency as the carrier, and this generates the modulated wave of each mode. By adding these modulated waves together, an OAM mode multiplexing signal is generated.


    2.2 Challenges and countermeasures


    On the other hand, there are fundamental challenges with OAM. When calculated using the aforementioned expression, the power density distributions of OAM signals at certain distances can be plotted in the form of rings, as shown in Fig. 2. This is because the phase rotates by an integer multiple of 2π radians on the beam axis in all modes other than mode 0, so the signals cancel each other out and the power becomes 0. The higher the order of the mode, the larger the radius of the rings where the power is maximized. The rings expand with the propagation distances as shown in Fig. 3. In other words, OAM signals have the tendency to spread as they propagate2).
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         Fig. 2 Power density distribution.
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         Fig. 3 Link distance versus ring radius.
        

     


    The expansion of the ring radius resulting from this propagation is greater with higher order modes. When receiving transmissions with an antenna of the same diameter designed for bi-directional symmetrical communication, the higher the order of the mode is, the lower the reception level becomes as the propagation distance increases, thus making it impossible to achieve infinite multiplexing. Even when restricted to the use of lower order modes, the transmission distance is limited compared to communication using Gaussian beams. This is an issue when OAM signals are applied to wireless communications. As shown in Fig. 3, the expansion rate of the ring radius decreases with an increasing radio frequency (RF). Therefore, the use of higher frequency bands such as millimeter waves and sub-terahertz waves above 100 GHz is effective in expanding the transmission distance of OAM signals. The ability to use a wide bandwidth in such high-frequency bands is also advantageous for increasing the capacity of communication systems.


    Another practical issue is that a slight misalignment between the beam axes of the transmitting and receiving antennas can result in inter-mode interference, and this results in degradation of the characteristics. Countermeasures against this are discussed in section 3.2.


    2.3 Combination of polarization multiplexing and OAM mode multiplexing


    OAM and polarization are independent of each other and can be used in combination with polarization multiplexing as in conventional systems. As a multiplexing technique, polarization multiplexing requires only a single pair of antennas so it is more economical than OAM mode-multiplexing. For this reason, OAM is used when it is necessary to increase the capacity beyond what polarization multiplexing can achieve. Combining N-mode multiplexing and polarization multiplexing can increase the capacity by 2N times, making it possible to achieve high-efficiency and high-capacity wireless communication.


  


  
    3. Implementation Method


    3.1 Antenna and phase shifting method


    The configuration of the RF-independent digital signal processing (DSP) combined with a uniform circular array (UCA) antenna is explained in this section.


    Because the power is concentrated in a ring shape, OAM can be approximated by using a UCA with elements arranged in a circle, and N elements can handle N modes.


    The relationship between modes and elements in terms of OAM amplitude and phase can be expressed by discrete Fourier transform (DFT). So, assuming an N-element UCA is used, the DFT should be performed in the DSP. On the contrary, it needs to perform inverse discrete Fourier transform (IDFT) processing in DSP on the receiving side. The overall configuration is as shown in Fig. 4. Because the communication channel is orthogonalized by DFT/IDFT, it is possible to separate multiplexed signals regardless of the link distance.
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         Fig. 4 DSP + UCA configuration (N = 8).
        

     


    A multiplex communication system that uses multiple antenna elements for transmission and reception to form multiple paths is called a spatial multiplex transmission system. OAM based on this configuration is also one such spatial multiplexing transmission method.


    3.2 Adaptive control of signal processing on the receiving side


    In practice, due to imperfections in the channel, including the equipment and axial misalignment, the orthogonalization of the communication path is not established with fixed coefficients, and the resulting inter-mode interference causes significant degradation of the performance. To compensate for this degradation, adaptive control of at least the signal processing on the receiver side is mandatory.


    The same error signal and least mean square (LMS) algorithm used for equalizer (EQL) control to provide compensation for inter-symbol interference can also be applied to the adaptive control of the OAM mode de-multiplexing circuit.


    Cross-polarization interference can be compensated for at the later stage of OAM mode separation, and receivers can be configured to support a combination of OAM and polarization multiplexing.


  


  
    4. Features


    4.1 Link budget calculation


    With the condition of no axial misalignment, the received power of each mode can be determined only by calculating the power based on the phase difference caused by the path length difference between the transmitting and receiving UCA elements and the phase difference at the transmission output3). From this received power and the noise power of the receiver, the carrier-to-noise power ratio (CNR) can be calculated.


    If the axis is misaligned, the CNR for each mode can be calculated by taking into account the effects of the radiation pattern of the antenna elements and the effect of adaptive control of the OAM separation process in the aforementioned calculation.


    4.2 Transmission experiment results in the D-band


    Finally, the results of experiments using real-time transmissions in the D-band (130 to 174.8 GHz)4) are introduced. The specifications and the external appearance of the UCA prototype are shown in Table and Photo respectively (the element in the center is for initial adjustments).


    
        
         Table D-band prototype specifications.
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         Photo D-band 8-element UCA.
        

     


    Fig. 5 shows a comparison between the measured values of the mean square errors (MSEs) of the received signals for each OAM mode at a distance of 100 m and the calculated CNRs derived from the link budget calculation.
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         Fig. 5 MSE measured values/CNR calculated values by OAM mode.
        

     


    A good result was obtained in this experiment. No bit errors were observed after transmitting a continuous 256QAM signal with 16 multiplexed channels for one hour (OAM8 x polarization 2). Because it is impossible to completely eliminate axial misalignment in actual measurement environments, this result is considered to be due to the effect of adaptive control of the OAM separation process. Comparing the measured MSE with the calculated CNR values, the measured MSE is close to the calculated values except for mode 2. The degradation of mode 2 is presumed to be due to axial misalignment on the transmission side, which cannot be completely compensated for on the receiving side. The frequency utilization efficiency of 82.7 bps/Hz is the highest level for fixed wireless systems in microwave and millimeter-wave bands.


  


  
    5. Conclusion


    In this paper, we introduced the OAM mode-multiplexing transmission method in the sub-THz band — from its principles, implementation means, and actual measurement results — as an approach to realize highly efficient high-capacity wireless transmission for Beyond 5G and 6G applications.


    We are currently studying the commercialization of this method by further improving the tolerance of axial misalignment in transmissions and are aiming to achieve a capacity of 100 Gbps at a bandwidth of 1.25 GHz. If a wireless communication system capable of transmissions of 100 Gbps is developed, it can be expected to be used as an alternative to optical communications.


    At NEC, we are committed to continuing to develop products that contribute to the advancement of the world’s wireless communication infrastructure.
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    1. Introduction


    By using digital technologies such as rapidly developing AI and IoT, digital transformation (DX) is accelerating to revolutionize society, economy, and industries. Communication technologies, including 5G (fifth-generation mobile communication system), are playing a crucial role in transforming business processes and business models by means of DX. The development of services and use cases leveraging the features of 5G has begun; such features include its ultra-high speed and large capacity, ultra-low latency, high reliability, and simultaneous multi-connections as well as the safety, stability, and flexibility of private 5G (dedicated 5G networks in Japan hosted by entities outside the communication service sector is referred to as private 5G in this paper). Various solutions for addressing corporate and regional issues are being investigated. We at NEC are utilizing 5G and private 5G to promote the creation of new business models that go beyond DX and to realize next-generation urban infrastructure while engaging in co-creation activities with communications service providers (CSPs) and our partners in a wide range of fields.


    In this paper, we discuss the vision of the society we are striving to achieve by broadly considering the developmental forms of the Beyond 5G era, which is expected to emerge around 2030. We explore how communications and the surrounding social environment will change in the future, what role communications will play, as well as use cases and supporting technologies. And we introduce NEC’s vision and initiatives as examples of the commitment we are making in this area1)2)3).


  


  
    2. Worldview and Social Vision in the Beyond 5G Era


    In a world where digital technology has become an essential part of our daily lives, barriers created by gender, age, race, and disabilities will disappear. It will be commonplace to connect with others regardless of physical or temporal distance, to lead lifestyles that are optimized for each individual and that reflect each individual’s values, and to have a diversity of workstyles. It is expected that we will witness the advent of an inclusive society that fosters
shared wisdom and empathy through rich communication that transcends time, space, language, and generational barriers as well as fostering self-expression through work. Movements including Web3 and decentralized autonomous organizations (DAO) are beginning to emerge: Web3 is a movement that aims to decentralize and democratize the internet so that individuals can connect directly with each other, and DAO is a management structure that is transparent, fair, and accessible to everyone without being controlled by a central authority. When supported by the societal infrastructure enabled by Beyond 5G communication and its peripheral technologies, individuals will be able to exercise their innate creativity more easily.


    When aiming for a sustainable world where everyone has the chance to reach their full potential, communication has the great power to change society. It can also be said that the Tele-X services to be implemented in society through Beyond 5G technologies will push the limits of our innate abilities and possibilities. When this is realized, we will be able to go beyond human, beyond space, and beyond time, and we believe that a new communication paradigm to achieve this is the goal of Beyond 5G (Fig. 1).
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         Fig. 1 A World Beyond Human, Beyond Space, and Beyond Time.
        

     


    An example of a use case for going “Beyond Human” is the realization of an experience in which people can feel as if they are together in the same place even if they are in different locations by transmitting the sensations of their five senses, their emotions, and even the mood of their surroundings. We aim to achieve a world where people can appear to experience—through cyberspace—that they are standing in the same place, seeing the same things, breathing the same air, and feeling each other’s warmth so that it is possible for them to even share their emotions.


    Going “Beyond Space” by connecting all possible places in real time through a global network will enable people to instantly receive whatever information they need wherever they are — this in turn will provide support for them in everyday life and enable them to find more personal values. In the future, not only will universal coverage expand but also needed information will be delivered to each user in accordance with their location and situation.


    When it comes to going “Beyond Time,” it will be possible to accurately predict the near future in the real world by utilizing probabilistic digital twins and other technological advances and thereby create new value by providing a safe and secure environment in which robots and humans coexist without any difficulties4)5).


  


  
    3. Beyond 5G Vision


    To prepare for the future society after 2030, new forms of telecommunications are needed, and the technologies that support them must evolve (Fig. 2).
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         Fig. 2 Evolution of Telecommunications and Technologies.
        

     


    In addition to the evolution up to 4G and 5G, technology in the Beyond 5G era will literally go beyond human ability, beyond space, and beyond time and enable AI to analyze and understand everything—even people’s appearances and feelings—in any possible space from one’s personal surroundings to the entire planet. Then that knowledge will be instantly digitized and freely utilized as past data, real-time data, and future predicted data. Beyond 5G will become essential infrastructure that enriches people’s lives and society.


    Based on this, we at NEC consider the scope of Beyond 5G not only as the quantitative expansion of 5G but also as the integration of distributed data processing. In other words, we define Beyond 5G as a system that integrates networks and distributed data processing and that also organically utilizes globally distributed communication and computing resources to achieve real-time interaction with the real world.


    As a new form of communication, Beyond 5G systems will achieve: (1) hyper-realistic communication between humans that transcends time and space as well as between humans and things; (2) the expansion of digital twins and cyber-physical systems; and (3) seamless connected coverage anywhere on the entire globe.


  


  
    4. Direction of Technological Evolution and Key Technological Areas


    At NEC, we do not only regard Beyond 5G as a progression of wireless communication technology but rather we consider it as an evolution of the social infrastructure where data processing platforms such as distributed computing and AI are integrated into the network. We view the technical scope of Beyond 5G from both the aspect of wireless communication technology such as ultra-high speed, broadband communications, and universal coverage and that of infrastructure technology for services and applications such as real-time recognition and control through AI (Fig. 3).


     
        [image: 230140_03.jpg]
        
         Fig. 3 Technology Scope of Beyond 5G.
        

     


    In wireless communication technology, we aim to realize an environment where humans and robots can coexist anywhere by realizing easy-to-use communications utilizing Millimeter waves (mmWaves) or Terahertz (THz) waves and by using network control technology to maximize the user’s quality of experience (QoE)6)7). In the coming age of Beyond 5G, AI technologies that collaborate with infrastructure — such as technologies for digitizing the whole world in real time to create its digital twin, for robot action planning, and for instant future prediction — will evolve together with networks. In this process, it is predicted that they will not evolve independently but rather complement each other in a relationship of co-evolution, so to speak.


    Fig. 4 illustrates the direction of these technological advancements. The horizontal axis represents the evolution of telecommunications, and the vertical axis represents the expansion from wireless communication technology to service applications platform technology. At NEC, we have organized the technological components for this evolution into four key technology areas: (1) wireless and optical communication, (2) operational automation and optimizations, (3) distributed data processing platform, and (4) security. We are also conducting R&D while promoting cooperation between areas (Fig. 5).
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         Fig. 4 Direction of Technological Evolution.
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         Fig. 5 Key Technology Areas for Beyond 5G.
        

     


  


  
    5. Conclusion


    Beyond 5G technology will spread in the form of the latest information and communication technology that supports every aspect of life and society. It will play a crucial role in supporting people and society as a DX platform, thereby contributing to the seamless interaction of people, things, and events in the real and virtual worlds. Upon the realization of this, people will utilize communication technology more than ever before to achieve a comfortable lifestyle and work style. In terms of network deployment, operation, and service provision, there will be a significantly wider range of choices and more freedom than currently available. Networks will be deployed in areas where services are needed, not only in urban and downtown areas but also in rural and depopulated areas. The construction, operation, and use of self-employed and closed-area networks by companies and organizations will become increasingly popular. It is also expected that the distributed data processing platform that is deployed and unevenly distributed in conjunction with these networks will be efficiently used.


    To respond to the needs for providing increasingly complex services and solutions, in addition to the need to guarantee performance and requirements from a technical perspective, the network, applications and services must work together to optimize the entire system while developing and evolving it. NEC is one of the few companies that possess a well-balanced portfolio of world-class technologies in a wide range of areas, from network and IT to data and services. NEC will go beyond the conventional framework of information and telecommunications technology to take an integrated and unified approach to the quantitative expansion of 5G and distributed data processing — which are considered essential to the realization of Beyond 5G — from the research and development stage.


    We will make maximum use of our expertise in system construction and operation as well as NEC’s technological assets, so that we promote open R&D and business development in collaboration with our customers and partners (Fig. 6). For example, in industry-academia collaboration activities, we cover a wide range of activities including R&D on specific technology, vision formation with a view to social implementation, and the fostering of social consensus. By utilizing ongoing facilities in the real world and university campuses as living laboratories and also by demonstrating technological aspects as well as verifying governance and institutional aspects, we are promoting research and development with a high degree of social acceptability based on the premise of practical application and social implementation8). By establishing and operating a living lab as a microcosm of future society, we will invite more companies, universities, and local governments to collaborate with us and advance open innovation and ecosystem formation as we move towards the 2030s.
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         Fig. 6 Co-creation Activities Toward the Beyond 5G Era.
        

     


    At NEC, we are taking on the challenge of bringing amazing ideas to life, together in the Beyond 5G era. We are committed to continuing our efforts to seize the future together in collaboration with a wide range of stakeholders, implement cutting-edge technology in society, and letting everyone experience the value we have to offer.



  


  
    * LTE is a registered trademark of the European Telecommunications Standards Institute (ETSI).

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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          	GNSSs

          	global navigation satellite systems
        


        
          	GPS

          	Global Positioning System
        


        
          	GRE

          	Generic Routing Encapsulation
        


           
          	GSMA

          	Global System for Mobile Communications Association
        


        
          	HB-CDM

          	high-bandwidth coherent driver modulator
        


        
          	HLD

          	High-Level Design
        


        
          	HRIS

          	hybrid reconfigurable intelligent surface
        


        
          	I/Q

          	in-phase and quadrature
        


        
          	ICs

          	integrated circuits
        


        
          	IDFT

          	inverse discrete Fourier transform
        


        
          	IETF

          	Internet Engineering Task Force
        


        
          	IF

          	intermediate frequency
        


        
          	IoT

          	Internet of Things
        


        
          	IOT

          	Interoperability Testing
        


        
          	ITSM

          	IT Service Management
        


        
          	ITU-T

          	International Telecommunication Union Telecommunication Standardization Sector
        


        
          	KPIs

          	key performance indicators
        


        
          	LAN

          	Local Area Network
        


        
          	LATAM

          	Latin America
        


        
          	LBSs

          	location-based services
        


        
          	LDMOS

          	lateral diffusion MOS FET
        


        
          	LGWAN

          	Local Government Wide Area Network
        


        
          	LLD

          	Low-Level Design
        


        
          	LLRs

          	log-likelihood ratios
        


        
          	LMF

          	location management function
        


        
          	LMS

          	least mean square
        


        
          	LNA

          	low noise amplifier
        


        
          	LPWA

          	low-power wide-area
        


        
          	Massive MIMO

          	large-scale multiple-input multiple-output
        


        
          	MBH

          	mobile backhaul
        


        
          	MCU

          	microcontroller unit
        


        
          	MEC

          	mobile (Multi-access) edge computing
        


        
          	MIMO

          	multiple-input multiple-output
        


        
          	ML

          	machine learning
        


        
          	mMIMO

          	Massive MIMO
        


        
          	mMTC

          	massive Machine Type Communications
        


        
          	mmW

          	millimeter wave
        


        
          	MNO, MNOs

          	mobile network operator, mobile network operators
        


        
          	MO-LR

          	Mobile originated location request
        


        
          	MSA

          	Multi-Source Agreement
        


        
          	MSEs

          	mean square errors
        


        
          	MSP

          	mixed signal processing
        


        
          	MT-LR

          	Mobile terminated location request
        


        
          	MU-MIMO

          	multi-user MIMO
        


        
          	MVSF

          	minimum viable subframe
        


        
          	Near-RT RIC

          	near real time Radio Intelligent Controller
        


        
          	NEDO

          	New Energy and Industrial Technology Development Organization
        


        
          	NETCONF

          	Network Configuration Protocol
        


        
          	NFV

          	network function virtualization
        


        
          	NGMN

          	Next Generation Mobile Networks Alliance
        


        
          	NI-LR

          	Network induced location request
        


        
          	NISC

          	National Center of Incident Readiness and Strategy for Cybersecurity
        


        
          	nITLA

          	nano-integrable tunable laser assembly
        


        
          	Non-RT RIC

          	non-Real Time RAN Intelligent Controller
        


        
          	NSA

          	non-standalone
        


        
          	O/E

          	optical-electrical
        


        
          	OAM

          	orbital angular momentum
        


        
          	O-CUs

          	O-RAN central units
        


        
          	O-DUs

          	O-RAN distributed units
        


        
          	OFDM

          	orthogonal frequency division multiplexing
        


        
          	OLS

          	open line systems
        


        
          	ONF

          	Open Networking Foundation
        


        
          	OOPT

          	Open Optical & Packet Transport
        


        
          	Open APN

          	Open Optical/All Photonics, All Photonic Network
        


        
          	Open RAN

          	Open Radio Access Network
        


        
          	OPEX

          	operating expenses, Operational Expenditure
        


        
          	O-RAN

          	Open RAN
        


        
          	O-RU

          	O-RAN radio units
        


        
          	OS

          	operating system
        


        
          	OSS

          	Operation Support System
        


        
          	OTA

          	over-the-air
        


        
          	OTCC

          	Open Transport Configuration & Control
        


        
          	OTDOA

          	Observed Time Difference Of Arrival
        


        
          	OTFS

          	orthogonal time frequency space
        


        
          	OTICs

          	Open Testing and Integration Centres
        


        
          	PA

          	power amplifier
        


        
          	PAPR

          	peak to average power ratio
        


        
          	PC

          	personal computer
        


        
          	PCB

          	printed circuit board
        


        
          	PE

          	provider edge
        


        
          	PoC

          	proof of concept
        


        
          	PoE

          	Power over Ethernet
        


        
          	PRB

          	Physical Resource Block
        


        
          	PS

          	power supply
        


        
          	PSAP

          	public-safety answering points
        


        
          	PTRS

          	phase tracking reference signals
        


        
          	QAM

          	quadrature amplitude modulation
        


        
          	QoS

          	quality-of-service
        


        
          	QPSK

          	quadrature phase shift keying
        


        
          	QSFP+

          	quad small form-factor pluggable plus
        


        
          	QSFP-DD

          	quad small form factor pluggable double density
        


        
          	RAN

          	radio access network
        


        
          	RAP

          	radio access point
        


        
          	RCS

          	Radar Cross Section
        


        
          	RESTCONF

          	Representational State Transfer Configuration Protocol
        


        
          	RF

          	radio frequency
        


        
          	RIC

          	RAN Intelligent Controller, Radio Intelligent Controller
        


        
          	RISs

          	Reconfigurable Intelligent Surfaces
        


        
          	RoF

          	radio-over-fiber
        


        
          	ROI

          	return on investment
        


        
          	RRH

          	remote radio head
        


        
          	RRUs

          	remote radio units
        


        
          	RS

          	reference signals
        


        
          	RSRP

          	reference signal received power
        


        
          	RTA

          	Radio Traffic Aggregation
        


        
          	RU, RUs

          	radio unit, radio units
        


        
          	RXs

          	receivers
        


        
          	SA

          	standalone
        


        
          	SBOM

          	Software Bill of Materials
        


        
          	SCSM

          	Supply Chain Security Management for Network
        


        
          	SDGs

          	Sustainable Development Goals
        


        
          	SDM

          	spatial division multiplexing
        


        
          	SDN

          	software-defined networking
        


        
          	SF

          	subframe
        


        
          	SFFT

          	symplectic finite Fourier transform
        


        
          	SINR

          	Signal-to-interference-plus-noise-ratio
        


        
          	SMF

          	single mode fiber
        


        
          	SNMP

          	Simple Network Management Protocol
        


        
          	SNR

          	signal-to-noise-ratio
        


        
          	S-NSSAI

          	slice identifier called single network slice selection assistance information
        


        
          	SON

          	Self-Organizing Network
        


        
          	SPI

          	serial peripheral interface
        


        
          	SRS

          	Sounding Reference Signal
        


        
          	SSB

          	Signal Block Beam
        


        
          	STP

          	system throughput
        


        
          	sXGP

          	shared Xtended Global Platform
        


        
          	TAPI

          	Transport API
        


        
          	TCO

          	total cost of ownership
        


        
          	TDD

          	time-division
        


        
          	TF

          	time-frequency
        


        
          	THz

          	Terahertz
        


        
          	TIP

          	Telecom Infra Project
        


        
          	TL

          	transmission line
        


        
          	TLB

          	translation look aside buffer
        


        
          	TM

          	TeleManagement
        


        
          	TMS

          	Traffic Management Solution
        


        
          	ToS

          	Type of Service
        


        
          	TRXs

          	transceivers
        


        
          	TSN

          	Time-Sensitive Networking
        


        
          	TTI

          	transmission time interval
        


        
          	TX

          	transmitter
        


        
          	UCA

          	Uniform Circular Array
        


        
          	UE

          	user equipment
        


        
          	UL

          	uplink
        


        
          	UNMS

          	unified network management system
        


        
          	UPF

          	User Plane Function
        


        
          	URLLC

          	Ultra-Reliable Low-Latency Communication
        


        
          	UT

          	user terminal
        


        
          	vDUs

          	virtualized Dus
        


        
          	VLAN

          	virtual local area network
        


        
          	VN

          	Virtual Network
        


        
          	VNA

          	vector network analyzer
        


        
          	VR

          	virtual reality
        


        
          	vRAN

          	virtualized Radio Access Networky
        


        
          	VRF

          	Virtual Router Function
        


        
          	WDM

          	wavelength division multiplexing
        


        
          	WLP

          	wafer level package
        


        
          	xHaul

          	cross-haul
        


        
          	ZF

          	zero-forcing
        


      
    

  


  
    
      NEC Information
    


    
      　
    

  


  2022 C&C Prize Ceremony


  
    The 2022 C&C Prize Ceremony (Photo 1) was held at ANA InterContinental Hotel Tokyo on November 24, 2022. The ceremony started with the welcoming speech by Mr. Takashi Niino, President of the NEC C&C Foundation, followed by the recognition of 2022 prize recipients by Dr. Tomonori Aoyama, Chair of the awards committee. The 2022 C&C Prizes were presented to Dr. Satoshi Matsuoka, Dr. Charles H. Bennett, and Prof. Gilles Brassard.


    
      [image: 230141_01.jpg]

      
        Photo 1 C&C Prize Ceremony.
      

    


    Group A: Dr. Satoshi Matsuoka in Photo 2;


    For Contributions to Pioneering Research and Development of Energy-saving and General-purpose Ultra-high-performance Computer Systems


    Group B: Dr. Charles H. Bennett and Prof. Gilles Brassard in Photo 2;


    For Pioneering Research on Quantum Cryptography and Essential Contributions to the Establishment of Quantum Information Theory


    
      [image: 230141_02.jpg]

      
        Photo 2 From the left: Dr. Satoshi Matsuoka, Group A recipient; President Niino; Dr. Charles H. Bennett and Prof. Gilles Brassard, Group B recipient.
      

    


    As shown in the program leaflet, after the congratulatory speeches and the recipients’ acceptance speeches, the ceremony ended with the dinner to celebrate the 2022 prize recipients.


  


 

    
      The details about this paper can be seen at the following.
    


    Related URL:


    
      For more information about the recipients of the C&C Prizes please visit The NEC C&C Foundation website.
    


    
      https://www.candc.or.jp/en/2022/ceremony.html
    

  


  



  
    About The NEC C&C Foundation


    The Foundation is a non-profit organization established in March 1985 to foster further growth in the electronics industry by encouraging and supporting
research and development activities and pioneering work related to the integration of computers and communications technologies, that is, C&C, and ultimately to contribute to the world economy and the enrichment of human life. The Foundation is funded by NEC Corporation.


    The Foundation currently has two main activities. It presents the annual C&C Prizes to recognize outstanding contributions to R&D activities and pioneering work in the area of C&C. Candidates are recommended from all over the world. Each prize winner receives a certificate, a plaque, and a cash award (ten million yen per group). As of 2018, 112 prominent persons had received the prize. In addition, an Outstanding Paper Award for Young C&C Researchers is awarded annually to outstanding paper(s) presented at an international conference overseas with the support of a grant from the Foundation. Each recipient is given a cash award of 200,000 yen.


    The Foundation also gives the following two grants: (1) grant to enable researchers in Japan to attend international conferences overseas to make presentations in the field of C&C and (2) grant to non-Japanese researchers in Japan.
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External view of the unit at a central site

Gateway in the central site for optical switching
and optical remote control
Optical switch (size: 1U) for 19-inch racks with an AMCC-compatible
transcelver and modulation/demodulation unit, enabling
communication between remote devices and AMCC
Path selection to an arbitrary port by optical switching (metro/core
connection or access loopback)
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Reduced

« Low initial and running costs, enabling for a small

investments start based on the number of subscribers
« Area expansion can be handled by adding only base
Skl stations
Improved « Eliminates the need to introduce new equipment
competitiveness | and shortens delivery lead time
Function « No need to expand facilities; easy to expand
scalability. « functionality or upgrades on the cloud
« Redundancy by software
High availability |  Highly redundant operations are possible through
distributed deployment of sites in the cloud
« User communications are handled at the base
High security

station for secure communications
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Frequency

4.65GHz+150MHz
(Occupied BW 100MHz)

Subcarrier spacing

60kHz

Antenna element

H8xV4x2 orthogonal polarization

Antenna element spacing

H:0.52A, V:0.61A

Antenna beam gain

20.4dBi (Each polarization)

Total conducted power

+28dBm (Both polarization)

EIRP (Equivalent Isotropic
Radiated Power)

+48.4dBm (Both polarization)

Each TX output power

+13.9dBm

External dimensions,
volume/weight

287mm(W)x350mm(H)
x52~83mm(D), 8.5 Liter/7kg
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Value provided

Description

Openness

Investment optimization

Elimination of vendor fock-in and

appropriate functional separation

Improved resilience

Reduced supply-chain risks through
diversification of equipment procurement

Accelerated innovation

Enabling various companies to enter
and collaborate in areas where they
can demonstrate thelr strengths

Faster provision of services

Reforming operational tasks in
‘mult-vendor environments

AN

Ultra real-time communication

Improving high-capacity, high-speed
communication and reducing latency
and fuctuations

Improving effciency and
energy savings

‘Achleving higher capacty and reducing
power consumption through wavelength
Givision multiplexing by shifting from

electrical o optical transmission
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by 50 providers worldwide
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C-State | Description (power vs latency) \oitkge s
co | CPUActive state, executing e e
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CPU Halt state, not executing

c1 | instructions, minimal latency Lowerthan CO | Yes
returning to CO
CPU Sleep state, all interal

€3 | clocks stopped, higher latency | Lower thanC0 |  No
than C1 returning to CO
CPU Deep power down state,

C6 | L1/L2 cache flushed, higher Can reduceto 0 | Yes

latency than C3 returning to CO
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Item

Specifications

UcA

4/8 element, Diameter: 0.62 m

Radio frequency

157.0 GHz

Baud rate

115.2 Mbaud

Modulation scheme

Single carrier from QPSK to 256QAM

OAM modes

0, +1, 2, +3, 4 (8 modes in total)

Polarization

V/H

Error correction code

Reed-Solomon (255, 239)
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External view of the unit at the remote site

O/E converter with half-rack mount equipped with an AMCC
modulator/demodulator (modem), enabling communication with the
unit at the central site

AMCC modulation applied to the transmitted optical signal from the
SFP device on this unit or the optical transcelver under the control of
this unit
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Wireless/ High speed, large-capacity, coverage expansion
Optical Low power consumption, energy efficiency, carbon neutral
communications = Wireless/optical sensing

Operational = E2E network optimization for service and application

automation/ = Automated operation automation improvement
optimization  # AI technology.
Distributed

= Network and AT co-evolution
Advance digital-twin, Probabilistic digital-twin
= Probabilistic Robotics

= Network security
= Data processing platform security
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Full opening of software
+Separation of Kerel processing and app

Procssing (Actie use of universal Kernel APT)

+Increase in packet processing speed by DPDK
+ Passthrough

Cloud-native architecture

Session/

policy control | Packet control

More efficlent CPU usage

+The efficiency of CPU resource usage &
maximized by completing transfer
processing ina single core

Simplified, more efficient processing
*Faster memory access using CPU cache:
«Faster execution of nstructions by buking
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Expectations

Challenges

“Acceleration of innovation
“Liberation from vendor lock-i,
Introduction of competiive environment

~operational efficiency

~Standardization of open Interface and
Interconnectivty between diferent devices
Integration of muliple systems

~Smooth transition from existing systems
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VRAP bandwidth 10 MHz
Subframe duration 1ms
Transmission power 46 dBm

Antenna pattem

Af) = -min12 22 Am,

@y =70° A, =25d8

Antenna gains

14 dBm

128.1 + 37.6-log10(R[Km]),

Path loss
R: VRAP to UE distance
Lognormal distribution
Shadow fading
10 dB standard deviation
Thermal noise -176 dBm
Number of VRAPS 197
Mean Nr. UES per VRAP 10
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