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    Special Issue on AI and Social Value Creation


    ■NEC’s Efforts Toward Social Applications of AI


    NEC’s Commitment to Its New “NEC Group AI and Human Rights Principles” Policy


    While Artificial Intelligence (AI) can enrich our lives, it may also lead to human rights issues such as the invasion of privacy and/or discrimination depending on how it is utilized. Anticipating and dealing with these issues is now a source of lively debate in government, academia, and business. At NEC, we have focused particular attention on these issues and in April 2019 finalized a set of principles — “NEC Group AI and Human Rights Principles” — which we introduce in this paper, outlining both the background and our commitment to putting these principles into practice.


    Human Resource Development in the Age of AI


    As we move towards the “Super Smart Society” outlined in the Society 5.0 initiative proposed by the Japanese government in the 5th Science and Technology Basic Plan, new human resources are expected to play an active role in solving various social issues by utilizing artificial intelligence (AI) and thereby creating new value. Today, a worldwide shortage of AI specialists has pushed companies into intense competition with each other to secure competent AI specialists. To deal with this problem, a more aggressive approach to developing human resources specializing in AI is required. At NEC Group, we have been working hard to develop human resources specializing in AI since 2013 and many future AI specialists have passed through our workplaces. Based on a case study of NEC Academy for AI, this paper shows how we develop our human resources in the age of AI.


    ■AI-Enhanced Services/Solutions to Accelerate Digital Transformation


    NEC Advanced Analytics Platform (AAPF) Promoting “AI Co-Creation”


    To ensure the success of AI operation, it is essential to establish a collaboration between various specialists from data scientists to applications developers. NEC Advanced Analytics Platform (AAPF) is an AI operation platform that supports such collaborations. AAPF allows the use of analytics tools employed worldwide as open-source software (OSS) as well as NEC the WISE technologies, including Heterogeneous Mixture Learning. The container technology facilitates the creation of an analytics environment that meets the diverse needs of individual users. From data analytics environments to, AI development environments, AI execution platforms, and learning environments aimed at human resource cultivation, AAPF is currently being used in a wide range of applications and is supporting the implementation of AI in the field of business. This paper introduces AAPF and examples of its applications.


    Use of Individual Identification Based on the Fingerprint of Things Recognition Technology


    One of the key technologies of “NEC the WISE” , the leading AI technologies of NEC Corporation, is a group of technologies known as the “Fingerprint of Things” recognition technology that can identify individual objects based on the fine patterns that appear on the surfaces of industrial products and parts during their production processes. It thereby enables the individual identification of various objects that do not access traditional processing such as the attaching of ID tags or laser markings. NEC started the provision of the individual ID function based on the Fingerprint of Things technology in October 2016 under the name of GAZIRU Individual Identification Service, which is currently available via on-premise implementation in the GAZIRU Individual Identification Engine. The present paper introduces actual cases that use the individual ID function.


    Visual Inspection Solutions Based on the Application of Deep Learning to Image Processing Controllers


    The use of artificial intelligence (AI) in product inspection applications is becoming increasingly common. This paper examines a joint effort between NEC and Nippon Electro-Sensory Devices (NED) — a manufacturer specializing in line sensor systems — to create a defective product detection system that incorporates NEC’s RAPID machine learning in image processing software used in image inspection systems. In addition to providing customer value which makes it easy to build an image inspection system incorporating machine learning, we have incorporated other cutting-edge NEC technology into NED’s products with a view to deploying these solutions in new fields and promoting digitalization in manufacturing.


    Remote Vehicle Surveillance Solution Based on Communication Prediction/Control Technology


    Expectations for future driving technologies have recently been growing in the mobility domain; one of these is in the practical use of drive recorders for remote surveillance and another is that concerning remote driving systems. However, as vehicles keep on moving, the communication bandwidths of mobile networks and the amount of transmitted camera video data may change in a complex manner. This issue causes the videos to be disturbed when the real-time surveillance of videos from multiple vehicle-mounted cameras are processed. In order to solve this issue, NEC Corporation has developed the communication prediction/control technology that integrates the communication prediction and the communication control technologies. Communication prediction technology predicts changes in the communication bandwidths, and communication control technology detects important communications from multiple cameras and automatically optimizes the communication bandwidths using a rule-based AI. The present paper introduces a remote surveillance solution that enables real-time surveillance of videos from multiple vehicle-mounted cameras using the developed technology.


    NEC’s Emotion Analysis Solution Supports Work Style Reform and Health Management


    Over the past few years, both the Japanese government and Japanese corporations have been pushing for work style reform with a focus on flexibility and diversity, as well as health management. NEC’s Emotion Analysis Solution reads, quantifies and visualizes a person’s emotional state. This data can then be used to develop an appropriate policy, enabling organizations to implement operating and workplace environments optimized for each employee. In this paper, we describe the system configuration of NEC’s Emotion Analysis Solution and application examples, as well as future prospects.


    Facial Recognition Solution for Offices — Improved Security, Increased Convenience


    Office security is widely regarded as one of the most important issues facing businesses today. While traditional lock and key security has not been abandoned, a wide range of authentication methods are now being used in the modern workplace, including key fobs, ID cards, and passwords. Unfortunately, these enhanced security systems tend to inconvenience users, and can often be confusing and complicated, as well as leading to more complex management and administration. Further complicating the situation is the threat posed by theft and use of other people’s ID cards and passwords. NEC’s Facial Recognition Solution for Offices offers a comprehensive suite of facial recognition products and services that allows companies to achieve a secure and convenient office environment by standardizing intra-office authentication with facial recognition.


    Outline of an Auto Response Solution (AI Chatbot) for Assisting Business Automation and
Labor Saving


    The auto response solution, with which the AI responds to inquiries, is recently attracting attention as one of the applications of AI technology that can make up for human resource shortages and support diversified ways of working. It is especially notable that the use of chats as a means of inquiry other than the telephone and e-mail is increasing because of the ease of use, and the chatbots are expanding their usage scenarios as a familiar AI technology. This paper introduces an outline of an auto response solution that can give highly accurate answers to inquiries by utilizing the Recognizing Textual Entailment technology. This procedure can recognize the diverse expressions of natural text.



    AI for Work Shift Support — Accelerating the Transition to Human-Centered Business Value Creation


    In today’s digital world where globalization and rapidly evolving technology have created a tumultuous and unpredictable business environment, many enterprises are struggling to keep their footing in the face of upstart competitors, shifting industry boundaries, and shrinking talent pools. Under such conditions, workforce management can no longer be taken for granted. Hiring, firing, scheduling, performance assessments, and day-to-day operations need to be optimized to ensure that enterprises function at their best and that their employees are happy and productive. In Japan, a tightening labor market makes the situation particularly acute. Finding and keeping the right talent for the right positions is a growing challenge and companies must compete with one another to attract the best employees. This makes it imperative that businesses provide environments and systems that will allow staff to concentrate on creating new value and generating new business opportunities. At NEC, we have developed a new solution that exploits the astonishing advances in AI technology to take over many of the daily routine tasks and labor-intensive operations. In consequence, whitecollar workers are called upon to perform, leaving them free to focus on decision-making and new value creation. In this paper, we will examine this technology in detail and highlight several test cases that demonstrate its effectiveness.


    NEC Cloud Service for Energy Resource Aggregation Leveraging AI Technology


    NEC has since 1951 been accumulating an abundant business experience with energy utility companies. Based on this experience, we have developed various energy management projects aimed at achieving an efficient and sustainable society. As one of these projects, we have developed and started providing an “NEC Cloud Service for Energy Resource Aggregation” (hereinafter referred to as the RA Cloud Service,) which is an energy management service employing AI technology. In 2016, the Ministry of Economy, Trade and Industry publicly offered the “Virtual Power Plant (VPP) Construction Demonstration Project”. The RA Cloud Service is targeting companies that participate in this project in order to make VPP a practical business solution of the future. RA Cloud Service supports the customers in enabling the best use of AI technologies to control and optimize the energy facilities owned by the consumer side in order to meet the Demand Response (DR) scheme.


    Patient Condition Change Signs Detection Technology for Early Hospital Discharge Support


    The growth in hospitalization periods is raising concern with regard to increased social security expenses. Delays in hospital discharge of patients are mainly caused by two issues. These are the extra treatment required due to changes in the condition of inpatients and also by the delay of hospital discharge scheduling due to inefficient office procedures. This paper introduces efforts being made regarding agitation and aspiration pneumonia issues. These are the main factors causing delays due to the need for extra treatments. NEC Corporation has developed an AI technology that detects agitation and aspiration pneumonia based on the learning of electronic medical records and vital signs. The use of AI technology in this topic, which has been considered as being difficult to detect before it actually occurs, enables advance intervention by medical personnel and also supports the prospect of earlier patient discharge.


    Effective Data-Based Approaches to Disease Prevention/Healthcare Domains


    The low birthrate and the increase in population ageing in Japan continues to accelerate into the future and the national medical costs are expected to grow to 66.7 trillion yen by 2040. As the increase in medical expenses and the decrease in the working generations are becoming social issues, an awareness of disease prevention and healthcare management are becoming more and more important. This paper introduces the effective, scientific approach of NEC Corporation in challenging the issue of prevention/healthcare management. It is based on the analyses of previously collected data using AI, instead of blindly adopting random measures. The procedure described below attempts to identify the causal relationship between lifestyles and laboratory values by combining the traditional statistical techniques and AI (heterogeneous mixture learning).


    Co-creation of AI-Based Consumer Insight Marketing Services


    In a world where the boundary between the real and digital worlds is becoming increasingly fuzzy, effective marketing requires the development of richer and more powerful “consumer insight” that can be used to motivate and trigger consumer behavior. At NEC, we are pursuing transdisciplinary solutions to achieve consumer insight that draws from deeper layers of data which is essential for implementing today’s market strategies; a more comprehensive understanding of consumer moods, feelings, desires, and aspirations. This study focuses on a joint effort by NEC and Macromill to develop a sophisticated transdisciplinary suite of tools for gleaning consumer insights by combining NEC’s AI technology with the wide range of consumer data possessed by Macromill.


    “Anokorowa CHOCOLATE” Lets People Savor Delicious Chocolates that Reflect the Mood of Special Moments in History


    The result of a unique collaboration between NEC’s AI technology and a renowned bean-to-bar craft chocolate maker, “Anokorowa CHOCOLATE” captures the flavor of some of the most exceptional years in the past half century. Our AI analyzed a massive number of words in newspaper articles and converted results into multiple taste index values, which were then used to create five different chocolates with distinctive flavors that capture the mood of the time. This paper introduces the methods used to convert words into taste index values and discusses the potential for product co-creation between humans and AI.


    ■Cutting-Edge AI Technologies to Create the Future Together With Us


    Heterogeneous Object Recognition to Identify Retail Products


    As the recent reduction in the working population has been tending to lead to shortages of labor in the retail industry, labor saving and unattended sales procedures using AI are strongly anticipated, particularly in the payment operations (register checkout) with high operational loads. This paper describes the heterogeneous object recognition technology that supports unattended payments based on the simultaneous image recognition of objects. These may vary from industrial products such as packaged retail products to natural goods such as daily-delivered products and perishable products. We also introduce an image recognition-based POS system that makes use of this technology, allowing customers to perform fast payments by simply placing multiple products even when arranged randomly.


    Optical Fiber Sensing Technology Visualizing the Real World via Network Infrastructures


    Optical fibers used in the optical communication technology industry to support worldwide high-speed Internet have an information collection function that captures changes in the surrounding environments as well as performing the basic function of information transmission. NEC Corporation is currently conducting R&D of optical fiber sensing technologies that utilize optical communication infrastructures as sensors for visualizing the real world. It is doing this by combining the world’s top level optical communication technology cultivated via its experience in the submarine optical cable systems together with the latest AI technologies. The present paper introduces basic principles of the optical fiber sensor with system configuration and discusses three case applications: intrusion detection of facilities, surveillance of road traffic flow and bridge deterioration detection.


    Intention Learning Technology Imitates the Expert Decision-Making Process


    Artificial intelligence (AI) is now being used to automate a wide range of tasks. Typically, automation is achieved by setting optimization indices for the levels of acceptability or unacceptability in target tasks and having the AI automatically search for the decision that maximizes or minimizes those indices (optimal solutions in mathematical optimization) as required. However, with tasks that require a certain level of skill and expertise — what we might call “expert-dependent” tasks — setting optimization indices is more difficult, making these tasks harder to automate. This paper introduces NEC’s intention learning technology which learns intentions from the decision-making history data of various experts. These intentions can be used as optimization indices, enabling the AI to imitate the decisionmaking processes of experts in the task being automated and making it possible to automate tasks that would normally require a human expert to accomplish.


    Graph-based Relational Learning


    We can represent numerous analytics targets as graphs, where a “graph” consists of nodes representing data points and edges representing their various relationships. Diagnosing a patient, for example, not only depends on the patient’s vitals and demographic information but also on the same information about their relatives, the information about the hospitals they have visited. Predicting the future performance of a start-up not only depends on its business metrics, but also the relationships with other companies and individuals, their networks and expertise. By pushing this insight further, a team comprising NLE (NEC Laboratories Europe GmbH) and CRL (Central Research Laboratories, NEC Corporation) are in pursuit of Graph-based Relational Learning, which frames the world into graphs, and achieves groundbreaking new technologies for applications in various business do-mains. Does it not only improve the performance of node classification, but also delivers link prediction and graph classification tasks, while integrating multi-modal and incomplete data sources, and further providing explainability to complex AI models.


    Retrieval-based Time-Series Data Analysis Technology


    Using deep learning to extract and compare statistics and other characteristics of time-series data, retrieval-based time-series data analysis technology can assess and pass judgment on a given set of conditions with high speed and high precision. Unlike conventional data analysis techniques, retrieval-based timeseries data analysis is not premised on static mathematical models and does not require extensive computations, so it significantly minimizes the problems involved in fine-tuning the model. By applying this technology to system monitoring, for example, you can automate the assessment normally performed by human observers — i.e., whether the current system condition is the same as usual and doesn’t have any problems, or it is different from usual, or it resembles a particular past event. This paper examines the features of this technology and highlights a number of use cases, including operation monitoring.


    New Logical Thinking AI Can Help Optimize Social Infrastructure Management


    NEC is now working on new artificial intelligence (AI) technology for industrial plant operation support that combines logical reasoning with knowledge, enabling it to qualitatively infer how the plant operates by drawing on information contained in operating manuals and design information. Reinforcement learning that incorporates a plant simulator that is used to train the system, making it possible for it to learn optimal operation of a complex plant in a realistic time frame. This paper provides a general overview of this technology and examines the validation results produced using a chemical plant simulator.


    Deep Learning Technology for Small Data


    The recent emergence of deep learning has brought significant improvements in the accuracy of pattern recognition technologies including that of image recognition. Although training a large amount of data is required in order to achieve a high accuracy, the preparation of such large data amounts is often difficult in applications to real problems. Issues in how to improve accuracy with limited amounts of data are thereby created. This paper introduces two technologies developed for the effective deep learning of a small amount of training data. One is the “layer-wise adaptive regularization” method that sets the regularization strength. This varies depending on the layer, according to the structure of the deep-layer network (a deep neural network). The other method is the “adversarial feature generation” that performs training in the middle layers by generating hard-to-recognize features. This paper demonstrates their validity through experiments on the public datasets for handwritten digit recognition (MNIST) and general object recognition (CIFAR-10).


    A Computing Platform Supporting AI


    AI needs an extremely high computing performance due to an increase in data scale and complications in algorithms. Consequently it has become critical to use hardware accelerators arranged for specific purposes. Considering the difficulty for individuals to develop AI that covers a very wide range, the software for supporting the accelerators, called the framework software, has also become important. This paper is intended to introduce Flovedis, a framework for statistical machine learning using supporting accelerators developed by NEC as well as the Vector Engine, an accelerator supporting both statistical machine learning and deep learning.
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    Over the past several years, the world has witnessed a tremendous upsurge in activity in the field of artificial intelligence (AI). In the years to come, that activity will only intensify as AI is applied to an ever wider array of social issues from energy and food shortages to overpopulation and urbanization, traffic congestion, labor shortages and productivity enhancement. AI is expected to play a crucial role in the new world by eliminating wasteful functions and operations, as well as by visualizing, analyzing, and prescribing to the real world — all from the viewpoint of overall optimization. At the same time, it is crucial that these new technologies bring people to the fore, rather than marginalizing them. While helping individual social systems evolve to the next level, AI can also help individuals to achieve their true potential. In this new world, everyone will have the opportunity to display their unique capabilities regardless of gender, age, race, or physical or mental challenges. We call such a society — where digitization has penetrated every aspect of economic and social life — the society of “digital inclusion”.


    For more than a half a century, NEC has been directing its efforts towards the creation of just such a society. NEC Technical Journal’s first special issue on AI was published more than 30 years ago in 1986. NEC has since developed numerous worldleading AI-related technologies in the fields of visualization, analysis, and prescription. These have been systematized in a proprietary suite of cutting-edge AI technologies, which we named “NEC the WISE” in recognition of its goal of providing support and guidance in the operation of various social systems.


    The visualization technology of NEC the WISE is our biometric technology, which includes face recognition, fingerprint recognition, and iris recognition. Generally regarded as the No.1 in the world1), this technology was largely covered in the last issue of NTJ, which featured social value creation using biometrics. In this issue, we want to focus on the remaining areas of analysis and prescription, which correspond to machine learning and data analysis. Here too, NEC’s technological expertise is among the top in the world. The total number of papers put out by NEC that have been adopted at major society meetings ranks fifth in the world and first among Japanese companies, giving us a prominent voice in shaping the future of artificial intelligence and the new digitally inclusive society.


    One of the most important characteristics that distinguishes NEC’s AI is our white-box approach whereby our system not only provides an answer, it provides the basis for that answer. Mainstream deep learning technology, on the other hand, adopts a black-box design that does not give you any explanation of how the answer was derived. When addressing a problem that may have more than one solution — social and management issues, for instance — it is important to know what the basis is for a particular solution. This gives people the opportunity to make more informed decisions based on the various suggestions proposed by AI.


    NEC foresaw the necessity for white-box AI early on and has been pushing forward with research and development in this area since about 2010. In 2012, we were the first to launch full-fledged operation of white-box AI and have since implemented about 160 systems in areas such as plant failure symptom detection, total optimization of supply and demand across manufacturing, logistics, and distribution, and illicit bank transaction monitoring. Today we are seeing dynamic implementation of R&D into “accountable AI.” In this respect as well, we have been leading the industry both in terms of research and operations, achieving considerable success in development of AI capable of mutual understanding with humans and AI that can offer new awareness and expand human capabilities. We’ll take a closer look at the results we have achieved in these areas in this issue.


    Going forward, the achievement of an AI-supported society of “digital inclusion”, requires not only the enhancement of AI performance and functions, but also increased social acceptability and simpler implementation and introduction. Accomplishing this depends not only on technological development, but also adaptation of usage principles and conformity to legal systems that take into consideration privacy, ethics, and accountability. With this in mind, NEC announced “NEC Group AI and Human Rights Principles” in April 2019, with the goal of creating AI that would be acceptable to human society. Also, in an effort to counter the worldwide shortage of skilled AI personnel, NEC has been working hard to develop AI human resources since 2013 and has produced a steady supply of AI experts over the past few years, deploying their talents in a wide range of fields.


    In this special issue on AI, we highlight several case studies which offer an in-depth look at how NEC is creating new social value by leveraging AI and an array of cutting-edge AI technologies designed to achieve a more digitally inclusive society. In addition to those technical papers, our AI policies and commitment to developing human resources are also discussed. 


    We hope you enjoy reading this issue and look forward to your ongoing support and encouragement.
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  Data — Powering Digitalization and AI


  
    Data is the key to the future. But in order to unlock that future, you need to know how to use that key. The promise of artificial intelligence (AI) and analytics is that these tools will allow us to exploit the wealth of data that is available today and the even greater amounts of data that will be available in the future. At NEC, we have been a leading force driving the digital transformation, devising new AI technologies to help users take advantage of the explosion in data. By incorporating that technology in new and innovative products and services, as well as in human resources, and by zeroing in on specific social issues, we are able to offer resources that will help our customer solve those issues. AI technology is expected to advance rapidly in the years to come with a focus on the three basic frameworks that form the foundation for AI solutions — visualization, analysis, and prescription. At the same time, more efforts will be made to make AI more accountable, especially in terms of processing transparency and social acceptability. Finally, rapid development of small data learning technology will enable companies to more easily exploit deep learning technology and quickly get smart, practical fast-learning solutions up and running.
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    1. Introduction


    NEC was founded exactly 120 years ago in 1899. Since then, we have pushed forward relentlessly, developing cutting-edge technologies targeted at helping solve the most pressing social issues of the era. Back in 1899, one of the greatest technological challenges the world faced was the need to establish reliable and efficient international communications networks. We played a significant role in the completion of telephone networks that heralded the modern era of communications and since that time we have continued to develop new systems that revolve around our core communication technologies, while evolving into related information processing fields such as research and development of communication satellites and data transmission.


    Our first foray into the field of artificial intelligence (AI) began with work on handwriting recognition systems for automatic postal code reading and sorting machines, which would later evolve into image recognition and Bio-IDiom biometric authentication. More recently, we released a suite of advanced AI technologies called NEC the WISE, which can process an unprecedented amount of data by taking advantage of the explosive expansion of processing power in CPUs/GPUs, accompanied by virtually unlimited storage and the proliferation of highspeed networks. Our AI technologies, as well as our IoT and security technologies, are paving the way for a brighter and more prosperous future where people can live lives of abundance in a world that is safer, more secure, more efficient, and more equal.


  


  
    2. NEC’s Commitment to the Ethical Integration
of AI and Society


    Increasingly sophisticated AI systems will be deployed to solve and manage various social issues, thereby ushering in fundamental change in our society. Effectively managing this transition to ensure that AI is used in a beneficial and human-centric way is key to the ethical integration of AI and society. To this end, in addition to pressing forward with the development of AI technologies and AI-based solutions, we are committed to developing and providing mechanisms and educational content to facilitate the continuous training of people able to proficiently handle AI.


    Having already set forth basic guidelines to prevent discrimination through the use of AI in “NEC Group AI and Human Rights Principles”, we are now working to develop procedures to respond to new challenges expected to occur when AI is implemented. To ameliorate the current shortage of AI experts, we have established the NEC Academy for AI and are setting up various programs to support ongoing human resource training in AI, not only for ourselves, but for business and industry more broadly.


    Taken together, we are confident that these efforts will help accelerate safe and effective integration of AI in our society.


  


  
    3. NEC’s Commitment to Creating Social Value through AI


    NEC’s customers range across a wide spectrum of sectors and industries, from governmental and public to financial, distribution, manufacturing, and communications. Naturally, then, the issues our customers face are multi-faceted and the AI-based solutions we offer must be flexible enough to cope with the very different challenges faced by individual customers. This means that our commitment to creating social value by leveraging AI must also reflect the diversity of customer needs rather than focusing solely on a single technology and targeting specific themes only. With this in mind, we have built intra-company structures that will allow us to create basic frameworks for AI and analytics that can be adapted to different requirements and speed up the development of appropriate AI-based products and services. In this issue of NEC Technical Journal, we will highlight some examples of how we have used our AI technology to solve various issues and describe the processes of social value creation that we used to achieve those solutions (Fig. 1).
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         Fig. 1 Harnessing the power of AI and analytics.
        

     


  


  
    4. NEC’s Commitment to Basic AI Technology
Development


    AI performance has been growing exponentially over the past few years, driven by rapid progress in ICT and deep learning. AI is already being implemented in various fields, and is widely expected to power economic growth in the decades to come. But how exactly will AI technology evolve?


    In order to predict the future of AI technology, it is useful to think of how we can reproduce our intellectual abilities artificially. Human intellectual activity can be interpreted as a series of processes that begin by observing and understanding real-world objects, then intellectualizing and judging them, and finally taking an action based on the results of that intellectual activity (Fig. 2).
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         Fig. 2 Human intellectual activity.
        

     


    AI follows a similar intellectual process, running on computers and operating on data. Research and development of AI has been underway around the world for quite some time, with NEC pioneering the field. For more than half a century, we have been developing AI-related technologies and are responsible for many groundbreaking innovations in the field. Today, we have one of the world’s largest collections of advanced AI technologies1), including face recognition and heterogeneous mixture learning. To reflect the process of human intellectual activity, NEC has developed world-leading AI technology in the domains of visualization, analysis, and prescription and will continue AI-related R&D using these three basic frameworks (Fig. 3).
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         Fig. 3 Creating social value by combining data with multiple technologies to aim at creation of social value.
        

     


    While the technologies in these three domains are frequently utilized independently, the optimal approach would be to deploy these technologies and functions in an integrated manner so that they can work together to create a virtuous cycle that generates ever more advanced and intelligent functions and services, propelling customer value to higher levels. To accomplish this goal, the development of system platforms that facilitate the organic cooperation and functioning of AI technologies is critical. Similarly, a data management environment that transcends organizational barriers must be created in which data can be securely collected and accumulated. One example of this that has attracted a lot of interest is digital transformation (DX), which digitally models real-world sites while deploying various AI functions that operate in concert on AI platform to make possible higher-level prediction and optimization control (Fig. 4).
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         Fig. 4 Building a digital transformation (DX) system.
        

     


    At NEC, we are taking two complementary approaches to the development and evolution of AI technology. The first is a goal-oriented approach to problem solving such as safe city planning and quality control. The focus here is on generating massive efficiencies based on products and services that operate automatically and autonomously by utilizing machine learning and other technologies. In terms of technological development, this approach aims at increased precision with extended visualization coverage, increased analysis speed, and more robust algorithms to cope with disruptions. The second approach focuses on problems where goals are less obvious. These are problems that demand the kind of flexibility that normally requires human reasoning such as managemental judgment, personal care, and new product development. Bringing AI into the equation poses a greater challenge than it does in the first approach. It requires taking knowledge to a higher dimension by, for instance, facilitating cooperation between AI and humans and enabling AI to propose effective suggestions to help humans solve problems. Specifically, an AI system designed to handle the more complicated problems and knowledge — normally the responsibility of human experts — would need to include machine learning that can handle causality and graphically structured data. We are also now working on the development of technology that can learn human intentions.


  


  
    5. Creating the Future — What’s Next for AI?



    AI is everywhere, powering a multi-billion-dollar industry and changing our lives in innumerable ways. Yet despite its ubiquity, AI suffers from some major limitations that make it difficult to realize AI’s full potential. Two problems in particular stand out — the first is the “black box problem”, the second is the fact that deep learning is dependent on massive amounts of training data.


    The black box problem arises from the inherent characteristics of deep learning technology. The term derives from the fact that AI’s decision-making process is opaque to us. We cannot predict how an AI program (model) will behave once it has been trained on a data set, nor, when it makes a decision or offers a recommendation, can we know how it arrived at its response. Current deep learning technology cannot guarantee the accuracy of output and operation. Nor can it promise stable performance when data is input that contains variations or errors or for totally unknown input. To address the issues of how black box decisions are made, a new field of AI called Explainable AI (XAI) is emerging. XAI focuses on creating AI systems that feature processing transparency and social acceptability.


    Processing transparency means that humans can easily understand how an AI system reached its conclusions and that there is a clear cause-and-effect relationship between input and output as well as high reproducibility. NEC has developed various white box type machine learning technologies which — unlike deep learning — produce results that can easily be interpreted and comprehended. Even when deep learning is used, we try to make high performance and processing accountability compatible with each other by using deep learning in a way that enables us to specify behaviors and characteristics — for example, by only applying it to designing sections of feature values. We have also begun to conduct preliminary research and work in the area of making it easier to understand AI’s behaviors and conclusions, enabling human users to participate in AI decisions and stop and control them as necessary. Current efforts include building new data structures such as graphic structures and time-series data, as well as visualization of trained models.


    Social acceptability is a more complex issue. It refers to instilling in AI systems a better sense of human knowledge and social boundaries. Without this, public trust and acceptance of AI will be limited. Let’s assume that an AI model that incorporates a social acceptability framework learns data that could result in it making decisions. If the decisions are inappropriate in terms of laws or customs or are biased, the AI could warn the user that the actions it is recommending may not be appropriate in terms of social acceptability. Alternatively, the AI could directly modify the model itself in order to assure that it only arrived at socially appropriate results. NEC’s research in this direction aims to develop systems that incorporate human knowledge and social understanding supported by cutting-edge AI technologies such as logical inference and intention learning.


    The other big problem holding back AI is the massive amount of training data required for deep learning to achieve practical levels of performance. For example, image recognition usually requires at least 1,000 images for one recognition target. Ideally, it would require tens of thousands of images with correct labels. This is clearly impractical if not impossible at the initial stage of inspection. A more effective approach would be to launch an early version of an AI model with as little training data as possible, gradually improving precision and performance over time by continually learning and collecting training data through trial operations. This can be done using small data learning technology, which is designed to achieve levels of precision and performance sufficient for practical use using very small amounts of training data — from one-half to one-tenth of the conventional amount, or in some cases, even about one-hundredth. Theoretically, training data can be virtually created by directing other training data and already trained models to this technology. Some of this technology is already at the level of practical use and we have started applying it to our machine learning products.


  


  
    6. Conclusion


    More than just a buzzword, AI is the predominant technology of the future. With AI, we can build a sophisticated world in which people can live brighter and more affluent lives. At NEC, we are confident that AI will gradually mature, integrating into society as a practical technology that effectively responds to real-world situations and works closely with humans to produce optimal, socially acceptable results. As NEC’s AI technology continues to evolve, we are committed to ensuring that it does so in a way that is transparent, secure, and socially responsible.
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    1. Introduction


    Rapid advances in AI technology that promise potential solutions for a variety of pressing social issues have prompted excitement in the public and private sectors alike. To take just one example, the application of AI to loan reviews could significantly reduce review time, while making it easier for people with unusual credit situations — such as the self-employed — who might have been denied a loan under a conventional review to get a loan. On the other hand, AI systems have also been discovered to suffer from problems of their own such as inbuilt bias. In a recent incident, the AI system used by a leading e-commerce company for assessing job applications was found to be giving lower evaluations to female applicants’ résumés for particular job positions.


    We will look more closely at these issues in section 2. In section 3 we will review related laws and regulations, as well as guidelines adopted by government offices and academic societies, and voluntary efforts conducted by private corporations. Finally, in section 4, we will discuss NEC’s own approach as codified in “NEC Group AI and Human Rights Principles”.


  


  
    2. Issues in AI


    In the “Report on Artificial Intelligence and Human Society”1) put out in 2017 by the Cabinet Office’s Advisory Board on Artificial Intelligence and Human Society, potential issues with AI are examined from six perspectives — ethical, legal, economic, educational, social, and R&D. Ethical issues — which include the concept of human rights — are regarded as being the most critical. Ethics here means not a sense of morality but rather a sense of value — fundamental values established slowly and with great effort through the course of human history, such as preservation of humanity, protection of privacy, and assurance of equality and safety2). To give one example, Professor Tatsuhiko Yamamoto of Keio University Law School argues that letting AI learn data sets that reflect traditional prejudice and bias will result in the inheritance of that bias in algorithmic content moderation. This can also create another problem called “virtual slums” in which the existence of bias is non-visualized due to black-boxed algorithms where unfair profiling caused by bias can result in lower estimated credit scores. Once established, these lower estimates are very difficult to overturn3).


    Addressing these issues requires us to go beyond mere legal compliance. Instead, various factors — including privacy, human rights, and social acceptability — must be taken into consideration. Nor should such problem solving be limited to AI vendors actually engaged in the development and marketing of AI; rather, AI-related issues must be analyzed, understood, and responded to throughout the entire supply chain — including by individuals and organizations that provide AI-based services (Fig. 1).
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         Fig. 1 The range of responses to AI issues is expanding.
        

     


  


  
    3. Laws, Regulations, and Guidelines Governing AI and Efforts to Overcome AI-Related Issues


    3.1 Laws and regulations


    Legislation is rapidly being implemented worldwide with a view to protecting personal data and privacy. Introduced in May 2018, the EU’s General Data Protection Regulation (GDPR) stipulates the right to object profiling in Article 21(1) and the right not to be subject to a decision based solely on automated processing in Article 22(1). In the California Consumer Privacy Act (CCPA), which came into effect in January 2020, the definition of personal information also includes inferences drawn from any profiling. It also offers California consumers protection from discrimination in the form of reduced service or functionality for exercising the rights specified therein.


    3.2 Government and academic society guidelines


    Government offices, academic societies, and other organizations in various countries have announced guidelines for AI and ethics. These include the Ethics Guidelines for Trustworthy AI presented by the EU’s High-Level Expert Group on AI, OECD Principles on Artificial Intelligence, and the IEEE Ethically Aligned Design. Speaking of Japan specifically, the Cabinet Office introduced “Principles of Human-centric AI Society” in March 2019, and the Ministry of Internal Affairs and Communications released its “AI Utilization Guidelines” in August of the same year. These documents both discuss equality, transparency, individual dignity and autonomy, accountability, and privacy protection.


    3.3 What businesses are doing


    It has been pointed out that AI-related laws and regulations, as well as government and academic guidelines, are difficult to reference when deciding what degree of commitment is required in order to judge the lawfulness and appropriateness of specific products and services.


    This has led many high-tech companies that possess AI technologies to formulate self-regulatory rules that businesses can follow. Starting with IT giants in the United States such as Microsoft and Google, this trend has now spread to Japanese companies (Fig. 2).
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         Fig. 2 AI guidelines established by leading tech companies.
        

     


  


  
    4. NEC’s Approach


    4.1 “NEC Group AI and Human Rights Principles”


    NEC owns numerous advanced technologies, the most representative which include a suite of AI technologies named NEC the WISE and a multimodal biometric authentication brand dubbed Bio-IDiom. To facilitate acceptance of these technologies by society, it is essential to take into consideration ethics and social acceptability. One type of AI which is regarded as fraught with problems is biometrics. Used for individual identification, biometrics — which includes such technologies as face recognition — has tremendous implications for human rights. Not only does it have the potential to infringe on privacy, it could also promote racial discrimination and have a chilling effect on freedom of expression and lead to mass surveillance among the general populace.


    Against this background, we developed and announced in April 2019 the “NEC Group AI and Human Rights Principles” (hereinafter referred to as the Principles) to clarify our concept of social implementation of AI, as well as the utilization and application of personal data. Most importantly, the Principles declared that the NEC Group as a single entity would make a genuine effort to address these issues4). The Principles consist of seven main points (Fig. 3).
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         Fig. 3 Seven points specified in “NEC Group AI and Human Rights Principles.”
        

     


    The scope of the Principles is not restricted to deep learning AI. Rather, it is expressly stated that the Principles extend to biometrics such as face recognition and to the utilization of personal data. Above all, as the title makes clear, respect for human rights is of preeminent concern.


    Moreover, responsibility to explain is stipulated as part of our efforts to achieve transparency. In other words, the NEC Group will do its utmost to ensure that the public is properly informed and understands how AI will be implemented and personal data will be used in society. For example, when pedestrians’ images are collected to analyze pedestrian flow, notifications are posted also in languages other than Japanese if the area has many foreign visitors. In addition to posting notifications at the locations where cameras are installed, we will also work to ensure that this information will be disclosed in fliers advertising public events in monitored areas (Fig. 4).
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         Fig. 4 Example of an illustrated notification placed on a flier for a street event.
        

     


    The Principles also specify the need for “proper utilization” in order that our customers and partners can use our technologies properly.

    4.2 Inside the NEC Group


    Excessive risk avoidance in areas where laws are not clear (legal gray areas) hinders innovation and causes business opportunities to be lost. With the establishment of the Principles, NEC has made respect for human rights our top priority. Only by doing so can we achieve harmony between convenience and safety. While framing guidelines suitable for different businesses based on the Principles, we are establishing a structure to review individual cases and where merited will seek the opinions of external experts. Already the legal and regulatory environment is mutating rapidly. San Francisco, for instance, has banned the use of face recognition technology by the city department. We make every effort to stay on top of current regulations and reflect them in our guidelines.


    Maintaining respect for human rights in the deployment of AI is only one aspect of our approach. We also strive to incorporate respect for human rights into the earliest stages of product development — from initial R&D to planning and design. Raising the awareness of NEC Group employees is another key component of our commitment. External experts are regularly invited to give talks to our employees and we also hold individual seminars for our employees engaged in biometrics-related businesses. In addition, we have implemented online training programs aimed at NEC Group companies.


    4.3 Outside the NEC Group


    NEC Group is also working to expand our intra-corporate efforts to external domains.


    As part of an industrial-academic collaboration, for example, we are conducting research in cooperation with the Keio University Global Research Institute (KGRI). As part of this effort, we are creating a human rights and privacy checklist for use cases provided by NEC. With face recognition, for example, the checklist includes items that prohibit camera deployment in the vicinity of facilities where people generally do not desire to be recorded for privacy reasons. Similar items are also incorporated into the in-house guidelines.


    We also periodically hold dialogue sessions with multiple stakeholders (mid/long-term investors, sustainability management experts, professors, lawyers, NPO staff, consumers, etc.) to discuss our “materiality”, priority management themes from an environmental, social, and governance (ESG) perspectives. In the dialogue session held in April 2019, we received valuable suggestions for practical application of the Principles from outside experts (Fig. 5). In FY 2019, moreover, a Digital Trust Advisory Panel composed of outside experts on social implementation of AI and utilization of personal data was established. Many meaningful discussions have already been held by this group.
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         Fig. 5 Dialogue with multiple stakeholders.
        

     


    Additionally, NEC has identified “Privacy Policies and Measures Aligned with Societal Expectations” as one of the materiality. Our efforts in this regard were reported in “Sustainability Report 2019” 5).


  


  
    5. Conclusion


    Having established “NEC Group AI and Human Rights Principles,” we have explicitly declared that the concept of respect for human rights is our top priority when it comes to new technology. At the same time, we are promoting various policies through close communication with extra-company stakeholders. We at NEC believe that the promotion of utilization and application of ethical technology that centers around the concept of respect for human rights — exercised not only by us but also by our customers and partners — will contribute to the achievement of a digitally inclusive world where everyone can enjoy the benefits of digital technology free from anxiety.


  


  
    * Microsoft is a registered trademark of Microsoft Corp. in the U.S. and other countries.

    * Google is a trademark of Google LLC.

    * IBM is a trademark of International Business Corporation.

    * Fujitsu is a registered trademark of Fujitsu, Ltd.

    * J.Score is a registered trademark of J.Score Co., Ltd.

    * NTT Data is a registered trademark of Nippon Telegraph and Telephone Corp.

    * All other company and product names mentioned are trademarks and/or registered trademarks of their respective owners.


  



  
    References

    
      1) Cabinet Office, Japan: Report on Artificial Intelligence and Human Society, March 2017

      https://www8.cao.go.jp/cstp/tyousakai/ai/summary/aisociety_en.pdf
    


    
      2) H. Sanbe: Consideration of ‘AI & Ethics’ in Corporate Management, Oki Technical Review, Issue 233, Vol.86, No.1, May 2019
    


    
      3) T. Yamamoto, ed. Artificial Intelligence and the Constitution of Japan, Tokyo: Nikkei Publishing, August 2018
    


    
      4) NEC Sustainability Report 2019, September 2019

      https://www.nec.com/en/global/csr/pdf/2019_report.pdf
    


    
      5) NEC Group AI and Human Rights Principles, April 2019

      https://www.nec.com/en/press/201904/images/0201-01-01.pdf
    


  


  
    Authors’ Profiles


    
      SAMESHIMAShigeru
    


    
      Manager

      Digital Trust Business Strategy Division

    


    
      SAWACHIKAShunsuke
    


    
      Manager

      Digital Trust Business Strategy Division

    


    
      YAMADAToru
    


    
      Manager

      Digital Trust Business Strategy Division

    


  


  
    
      Special Issue on AI and Social Value Creation
    

 
    
     NEC’s Efforts Toward Social Applications of AI
    

  


  Human Resource Development in the Age of AI


  
    KOCHUDaisuke
  


  
    Abstract
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    1. Introduction


    Over the past few years, rapid progress in the social implementation and utilization of AI, as well as increasing digitization of the economy, has led to a growing shortage of qualified AI professionals around the world. Japan is no exception. The problem is severe enough that the government has stepped with the Cabinet Office proposing the principle of education/literacy as one of the social principles of AI, encouraging academia, industry, and government to work together to develop human resources for AI. In “AI Strategy 2019”, introduced by the Council for Integrated Innovation Strategy, it is recommended that everyone be encouraged to gain a basic understanding of AI, mathematics, and data science. In a digital society, it is not only important to develop skilled AI professionals, but also that everyone have an awareness of the power and limitations of AI.


    At NEC, our approach to human resource development starts by dividing the people who would be involved with AI into three layers (Fig. 1). The first layer is comprised of AI researchers who would be engaged in R&D of cutting-edge AI algorithms. The second layer consists of people who would conduct social implementation of AI at IT companies and user companies. Finally, the third layer is composed of ordinary people who would utilize AI in society at large. Ultimately, AI is expected to be implemented by all businesses — big and small. Unfortunately, the people needed to carry out this task are simply not available today, which makes development of AI-specialized human resources a matter of critical importance.
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         Fig. 1 The three layers of people involved with AI.
        

     



    This paper focuses on the second layer — the people who will implement AI in society. These are the people who will be most in demand, the people who will install and operate AI systems in businesses and public organizations. Introduced below are the points to be considered and human resource development policies based on a case study at NEC Group.


  


  
    2. People Who Will Implement AI in Society


    Implementation of AI involves five phases: survey, planning, verification, introduction, and utilization (Fig. 2). In the survey and planning phases, business issues are studied and appropriate AI projects are developed. In the verification phase, the value brought to the business when AI applied is studied and assessed. In the introduction phase, an AI system is built that incorporates
the AI technology whose value has been verified in the previous phase. In the utilization phase, the AI system that has been built is put into practical use in a business.
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         Fig. 2 AI implementation process.
        

     


    The skills required for social implementation of AI differ depending on the phases. According to the skill definition of the Japan Data Scientist Society, business competence is needed in the survey and planning phases, data science competence is needed in the verification and introduction phases, and business competence is again needed in the utilization phase.


    NEC has classified AI implementers into four human resource types (Fig. 3). In practice, multiple human resource types with their respective specialty skills will work together to implement AI.
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         Fig. 3 AI human resource types classified by NEC.
        

     


  


  
    3. Considerations for AI-Specialized Human Resource Development


    NEC turned its attention to developing AI-specialized human resources in October 2013 and since then we have trained several hundred people in this field. From this experience, we have derived three main points that we believe must be considered in AI-specialized human resource development.


    3.1 A broad curriculum is needed that emphasizes a wide range of skills


    As mentioned in Section 2, people specializing in AI require a wide range of skills — including business competence, data science competence, and engineering competence. Which skills need to be emphasized varies depending on the AI human resource types. The consultant needs to acquire business competence, the
architect, engineering competence, and the coordinator, general knowledge of business, data science, and data engineering.


    Since the required skill set varies according to each human resource type, the AI curriculum must cover a broad range of knowledge. As specialists, the three types of human resources — consultant, expert, and architect — must have the opportunity to obtain deep knowledge in their field, while also gaining fluency in related areas. The curriculum must facilitate this by covering everything from basic theory to applied technology.


    3.2 Opportunities for trainees to acquire practical capability are essential


    It is also necessary to carefully design the details of training programs. In addition to classroom learning for acquisition of knowledge, practical training — such as hands-on and role-playing — should also be provided. It is not enough, how ever, to simply provide training programs. AI specialists need real-world experience to give them the practical ability that cannot be obtained through training alone.


    Many training programs are limited in duration — ranging from a single day to several days. Issues to be solved and technologies to be applied are generally decided in advance. In real-world AI projects, on the other hand, a trial-and-error approach is usually required in order to decide what technology is best suited to the customer’s needs. In other words, the skills needed to solve preset problems — which is what training programs teach — are not the same as the skills required to solve actual problems by fully mobilizing one’s knowledge and expertise. This makes it essential to provide trainees with the opportunity to acquire practical skills.


    3.3 Systems for continuous learning are essential


    Like all digital technologies, AI technology is constantly evolving. New technologies crop up daily, old ones become obsolete. Keeping up with this rapidly changing technological environment is essential for AI professionals. This means that AI human resource development is an ongoing, open-ended process and training programs must be set up so that personnel who have already acquired general skills can learn new technologies.


    Beyond this, ensuring that workers can keep up with this fast-changing AI field requires that opportunities for information sharing and human resource exchange be made possible. Currently, efforts to utilize AI are underway in various industries. It is often helpful to study utilization case studies from other industries in addition to the ones from the same industry. This necessitates a mechanism that enables trainees to learn the latest and best practices no matter what the industry.


  


  
    4. AI Human Resource Development Policies at NEC Group


    To better address the three main points discussed above, we launched the NEC Academy for AI (Fig. 4). In this section, we will explain in detail the policies adopted at NEC Academy for AI.
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         Fig. 4 NEC Academy for AI.
        

     


    4.1 A place for systematic learning


    The NEC Academy for AI offers about sixty courses which enable students to acquire the three skills essential for AI professionals (business competence, data science competence, and data engineering competence) as well as basic skills. Since the required skill set differs depending on the human resource type, the courses are designed that the students can choose the ones that enable them to most efficiently acquire the skills they need (Fig. 5). Moreover, collaboration with universities addresses the need to relearn basic theories of mathematics, statistics, and information science.
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         Fig. 5 Skills that can be acquired in the training programs.
        

     


    4.2 A place for practical experience


    The NEC Academy for AI is provided with a dojo — a place for immersive learning — where students can acquire practical skills by working on real-world actual AI projects. Under the guidance of mentors who are active in the front lines of AI, students receive on-the-job training (OJT) that enables them to acquire the practical experience they need to apply AI to businesses. The only way to acquire the skills needed to solve actual problems is to work on an actual AI project. NEC regards AI human resource training as a combination of classroom instruction for knowledge acquisition and OJT for practical experience (Fig. 6).
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         Fig. 6 Dojo to enable actual practice (OJT).
        

     


    4.3 A place for continuous learning


    The NEC Academy for AI is also provided with an environment called a “sandbox” where the students can play with a variety of AI systems. These include NEC the WISE — NEC’s exclusive suite of AI technologies, as well as open-source software machine leaning libraries and deep learning frameworks. Also available is web video that allows the trainees to self-learn in the sandbox, making it easy for them to acquire relevant knowledge as and when they desire. To encourage students to push the limits, an analysis contest called NEC Analytics Challenge Cup is held periodically in the sandbox to help improve the participants’ skills.


    By installing new AI algorithms developed at NEC Central Research Laboratories and other R&D facilities in this sandbox, we have built a mechanism where students can stay up-to-date with the latest technology in a fun and flexible environment. The NEC Academy for AI also offers students a “community” where they can cooperate with each other — sharing information and working together on AI projects. This inter-peer exchange provides yet more opportunities for participants to stay on top of the latest AI trends.


    4.4 Future prospects


    Japan is confronted today by a host of inter-related issues — decl ining birthrate, aging population, labor shortage, and depopulation of rural areas. NEC has defined the key driver to increase Japan’s labor productivity and improve international competitiveness as “AI x human resources” and decided to propose its training methodology to universities, as well as industries. While providing opportunities for students to gain practical experience, to acquire knowledge of mathematics, data science, and AI, and to break down the barriers between science and literature, we are aiming at creating communities where fellow students can work together regardless of age and occupation to learn new skills and develop innovative ideas (Fig. 7).
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         Fig. 7 NEC Academy for AI – Approach to Learning.
        

     

  


  
    5. Conclusion


    This paper has discussed the AI human resource development methodology developed at the NEC Academy for AI. Despite the increasingly acute shortage of AI human resources worldwide, developing new AI human resources is no easy task. Because it takes time and money to develop AI human resources, companies are scrambling to attract the best talent. Addressing the growing need for AI human resource development is imperative. At NEC, we are not only committed to develop AI human resources ourselves, we are actively seeking to share our training system with the market and society, in order to help achieve a human-centered AI society which can safely and effectively use AI.
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    To ensure the success of AI operation, it is essential to establish a collaboration between various specialists from data scientists to applications developers. NEC Advanced Analytics Platform (AAPF) is an AI operation platform that supports such collaborations. AAPF allows the use of analytics tools employed worldwide as open-source software (OSS) as well as NEC the WISE technologies, including Heterogeneous Mixture Learning. The container technology facilitates the creation of an analytics environment that meets the diverse needs of individual users. From data analytics environments to, AI development environments, AI execution platforms, and learning environments aimed at human resource cultivation, AAPF is currently being used in a wide range of applications and is supporting the implementation of AI in the field of business. This paper introduces AAPF and examples of its applications.
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    1. Introduction


    AI is being adopted more and more in various domains, but there are still many cases in which AI deployment is stack in the PoC (Proof of Concept) phase. This is largely due to the fact that AI deployment requires processes that are different from ICT deployment, and also calls for an extensive range of personnel and job roles. AI deployment requires, for instance, data scientists in charge of data analytics, application developers who turn analytics results into apps, and analytics system administrators who manage a prediction system according to changes in environments after implementation.


    In addition, the participation of legal and operations specialists are also required to ensure the proper implementation and operation of AI in society. A smooth collaboration between various specialists is needed for AI operations and for handling the changes that come about through operations. In other words, “AI Co-Creation” or AI based solutions through cooperation of specialists with different skills is the key to success.


    To respond to these social needs, NEC provides NEC Advanced Analytics Platform (AAPF) as the platform to support the process of “AI Co-Creation”.


    The present paper introduces AAPF and examples of its applications. Section 2 describes the outline and features of AAPF, Section 3 deals with examples of its applications, and Section 4 focuses on the future developments. The conclusion provides a summary of the key points of the paper.


  


  
    2. NEC Advanced Analytics Platform (AAPF)


    AAPF is a platform that supports “AI Co-Creation”.


    A successful AI operation requires collaboration between various specialists in order to progress through the AI adoption lifecycle phases of research, planning, validation, deployment, and operation.


    AAPF focuses particularly on the phases between validation, implementation, and operation, and supports smooth collaboration between data scientists, application developers, and analytics system administrators (Fig. 1).
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        Fig. 1 AAPF to support “AI Co-Creation”.
      

    


    Furthermore, with the addition of AAPF Solution Templates, which is described later in Section 4, the platform can support the consistent execution of the AI adoption lifecycle including the research and planning phases as well as the operations by specialists involved in each of the phases.


    The features of AAPF in each of the phases of validation, deployment, and operation are described.


    2.1 Bundled AI analytics environment (Validation phase)


    With AAPF, you can instantly build an analytics environment for various purposes without having to build a dedicated environment for each purpose, which usually requires the skill of a data scientist.


    AI is being used in a diversifying range of domains. AI operations show significant potential for application in other domains including demand prediction, quality examination, and customers’ feedback analysis. The technologies and tools that provide components of AI are also becoming increasingly diverse. For example, different technologies and tools are necessary depending on the fields, such as time-series data analysis, image analysis, and text analysis. In the validation phase, a dedicated analytics environment must be built rapidly, and designed to fully use the particular technologies and tools according to each purpose. The environment must also be provided and managed in a way that enables use by teams comprised of multiple data scientists.


    AAPF provides environment configurations for various analytics purposes in advance. This makes it possible, for example, to use analytics tools to support Heterogeneous Mixture Learning, NEC’s RAPID machine learning, Recognizing Textual Entailment, and Open-Source Software (OSS) analytics libraries, according to each purpose. The analytics environment is built automatically so that the data scientists can begin analytics by simply selecting the environment type. In this process, it is possible to customize the CPU and memory capacity as well as to decide whether or not to use the GPU. Analytics is carried out by several data scientists using the same environment configuration. This helps prevent issues caused by differences in tools or their versions, and enables smooth collaboration.


    2.2 Easy AI APIzation (Deployment phase)


    AAPF provides a mechanism for facilitating the development and deployment of AI applications.


    AI operations that bring about a real innovation are realized after the deployment phase is complete. In this phase, the analytics procedures and systems developed in the validation phase must be designed to call APIs to enable incorporation into the application.


    AAPF provides a feature to call the analytics procedures and systems. This feature facilitates the incorporation of AI functions into applications. With AAPF, application developers can easily develop value-added applications in collaboration with data scientists.


    2.3 Operation and management of analytics systems (Operation phase)


    AAPF can be adopted as an AI execution environment in the operation phase, which comes after the validation and deployment phases.


    AI operations differ from traditional ICT operations in several aspects. One of the most important differences is the need for updating the analytics system according to the environmental changes. In the case of demand prediction, for example, unforeseeable changes may occur such as changes in consumer behavior, competitive relationships, and corporate strategies. Such changes make it necessary to adjust the prediction system and its operation appropriately. Thus, in the operation phase, the analytics system in operation must be monitored to ensure that it is performing up to its potential, and the analytics system must be tuned and updated as needed.


    AAPF provides a mechanism for outside linkage of such analytics results. In addition, the “APIzation” implementation, described above, can be used to re-verify and update the analytics procedures and systems as
well.


    With these features, AAPF supports “AI Co-Creation” by seamlessly connecting the phases of validation, implementation, and operation. Some examples of its actual use are introduced in Section 3 below.


  


  
    3. Examples of AAPF Use Cases


    This section introduces three use cases of AAPF: data analytics environment, AI development/execution environment, and human resource cultivation environment.


    3.1 Data analytics environment


    AAPF has already been adopted as a data analytics environment in several hundreds of projects.


    AAPF employs Python as the standard language for data analytics, and incorporates Jupyter to enable visual and interactive analyses. It can utilize the technologies of NEC the WISE brand, such as Heterogeneous Mixture Learning. AAPF can also perform data analytics by combining NEC the WISE analytics engines with OSS.


    AAPF is already being used as a common AI analytics platform for multiple data analytics procedures that functions by connecting to various de facto standard technologies commonly used worldwide.


    3.2 AI development/execution environment


    AAPF has also been adopted as AI development and execution environments.


    With the APIzation feature described in Section 2, the various AI analytics procedures and systems, implemented also as a web API, can be incorporated into different kinds of applications. The applications can also be coded in major programming languages other than Python. The web API can be called from Java, etc. In addition, it can also be called, for example, from VBScript to link with Microsoft Excel (Fig. 2).
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        Fig. 2 Incorporation of AI in applications.
      

    


    An example of adoption of AAPF as an AI ex ecution environment is the web service version of NEC’s Supply and Demand Optimization Platform, which is an application service incorporating the AAPF demand prediction functions. This provides an example of how AAPF can be used by retailers to predict the number of customers, or by operations managers to easily and directly use the shipping predictions of food manufacturers.


    3.3 AI human resource cultivation environment


    AAPF is also adopted as an AI human resource cultivation environment.


    Considering the importance of “AI Co-Creation”, there is a need for a large number of people to learn data analytics of various contents according to their roles. Also, to learn data analytics, it is not sufficient to simply sit and learn about it, but experiencing actual data and algorithms is also a must. AAPF also provides the environment to experience this as well.


    At NEC Group, AAPF is provided to all the employees, which means more than 4,500 users are learning data analytics procedures. AAPF users are composed not only of data scientists but also Group employees who are in charge of sales, system engineering, planning, and legal affairs. NEC Group also holds periodic contests where the participants compete in prediction accuracy and business ideas under an AAPF environment. AAPF is the foundation upon which “AI Co-Creation” is executed at the NEC Group.


    As shown in this section, AAPF has already been widely adopted as a platform to support “AI Co-Creation” and to promote the social implementation of “truly feasible AI”. Section 4 will discuss the future developments of AAPF.


  


  
    4. Future of AAPF


    The AAPF platform supports “AI Co-Creation” and promotes the dissemination of “truly feasible AI” to every corner of society. This section shows three ways in which this is achieved. One is the AAPF Solution Templates that assists in extending AI adoptions to various business types and operations. The second is NEC Academy for AI that uses AAPF to assist the spread of AI personnel throughout society. The third is the extension of new technologies incorporation.


    4.1 AAPF Solution Templates


    AAPF Solution Templates are composed of additional libraries and services that provide AAPF for applications in businesses. AI operations knowhow is provided in the form of templates, ranging from analytics procedures for various business types and operations to visualization techniques.


    Discussions with specialists are indispensable for promoting AI applications in various operations. AAPF Solution Templates provide specific steps and screens used in AI adoption to various business types and operations, which can facilitate a proactive survey of AI adoption as well as the planning of its desirable format.


    At present, AAPF Solution Templates are being provided gradually, starting with the manufacturing and financial industries. Templates will be further extended to applicable domains with the aim of disseminating AI operations throughout society.


    4.2 NEC Academy for AI


    NEC Academy for AI is another means to support AI operations in society by widely spreading NEC’s human resource cultivation expertise.


    As described in Section 3, AAPF is employed actively as the learning environment of the NEC Group . In the future, the NEC Group intends to expand the scope of AAPF provision, which is being adopted more widely and easily outside NEC as the AI learning environment in NEC Academy for AI. Plans are also underway to promote mutual distributions of analytics expertise and ideas through AAPF.


    4.3 Expansion of new technologies incorporation


    AAPF is based on the global standard technologies stack that includes OSS. Under the open technical specifications, analytics algorithms and libraries can be added easily.


    AAPF currently incorporates “NEC the WISE” brand technologies including Heterogeneous Mixture Learning, RAPID machine learning, and Recognizing Textual Entailment, as well as OSS libraries such as scikit-learn. In the future, “NEC the WISE” brand technologies will be generated continuously and technologies of NEC Group’s partner companies will also be incorporated to collaboratively provide technologies.


  


  
    5. Conclusion


    This paper introduced the importance of “AI Co-Creation” and explained how AAPF is used to support the concept. While continuously pursuing “AI Co-Creation” in order to cover more diverse domains and offer various technologies, the NEC Group will also plan and develop AI technologies to support industrial and technological innovations and contribute to society as a whole.

  


  
    * Java is a registered trademark of Oracle Corporation and/or its affiliates in the U.S. and other countries.

    * Microsoft and Excel are registered trademarks or trademarks of Microsoft Corporation in the U.S. and other countries.

    * All other company and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    One of the key technologies of “NEC the WISE” , the leading AI technologies of NEC Corporation, is a group of technologies known as the “Fingerprint of Things” recognition technology that can identify individual objects based on the fine patterns that appear on the surfaces of industrial products and parts during their production processes. It thereby enables the individual identification of various objects that do not access traditional processing such as the attaching of ID tags or laser markings. NEC started the provision of the individual ID function based on the Fingerprint of Things technology in October 2016 under the name of GAZIRU Individual Identification Service, which is currently available via on-premise implementation in the GAZIRU Individual Identification Engine. The present paper introduces actual cases that use the individual ID function.
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    1. Introduction


    Globalization of manufacturing and logistics of enterprises have increased the importance of optimum management and quality assurance of merchandise more than ever. NEC is promoting management based exclusively on products and parts themselves by using the “Fingerprint of Things” recognition technology1), without relying on other means such as the merchandise management barcodes, RFID tags or special processing. The present paper introduces the Individual ID information Management Solution that ably demonstrates traceability at the individual object level at manufacturing sites. Some examples of its use in the secondary distribution market are also introduced.


  


  
    2. Individual ID Function of the Fingerprint of Things Recognition Technology


    The Fingerprint of Things recognition technology identifies individual products and parts by capturing the image of individual object-specific surface patterns that are produced spontaneously in the air manufacturing process (Fingerprint of Things) and by registering and matching the images. Each Fingerprint of Things has unique characteristics proper to the product or part, even with precision-cut machine parts or parts manufactured using the same mold (Fig. 1). As a result, even with parts that cannot be tagged or given the surface marking for identification, such as micro parts, capturing the images of their Fingerprint of Things with a camera under appropriate lighting conditions, it is possible to identify each individual part. (In NEC’s verification environment for 1000 bolts manufactured using the same mold, it has been confirmed that 1,000 x 1,000 = one million times of matching succeeded in achieving no matching mistakes).


    
      [image: 190106_01.jpg]

      
        Fig. 1 Fingerprint of Things recognition technology.
      

    


    This procedure is not limited to industrial objects such as metallic parts, the Fingerprint of Things technology is also capable of identifying individual printed matter and leather products provided that their shapes do not change much due to little aging.


    NEC provides the individual identification function based on the Fingerprint of Things as the GAZIRU Individual Identification, which is available in two forms, the cloud-based individual identification service and the on-premise implemented individual identification engine. Fig. 2 depicts an outline of usage of an individual ID function by taking the GAZIRU Individual Identification service as an example. The user can use the GAZIRU individual identification from a user-created application via the application interface (web API). The Fingerprint of Things of an object to be managed is photographed
using a camera connected to a smartphone or computer running the application and the image is registered in the database in advance. It will then be possible to check later if an object of a similar type is already registered in the database by matching the image of the Fingerprint of Things of the object.


    
      [image: 190106_02.jpg]

      
        Fig. 2 Usage of individual ID function (example with a cloud service).
      

    


  


  
    3. Examples of the Use of Individual ID Function


    This section introduces examples of use of the individual ID function.


    3.1 Individual ID information management solution for the manufacturing industry


(1) Background of development


    

    Recently, critical incidents caused by the quality of products have been exerting serious effects on consumers as well as on enterprises. Quality management has now become a social requirement for any enterprise.


    Consequently, many enterprises have begun efforts for subdividing the management and analyses of various data related to production as a measure to deal with quality issues. If an issue is found with a product, it is required to determine its cause by checking and analyzing the production data early on. In fact, however, even when the data is collected, it is often hard to link the data to the process causing the trouble. For example, when the quality is inspected by temporary stocking or sampling during the manufacturing process because of the characteristics of the production line, it is very difficult to track the production process of each individual article. If the production data management was possible only per lot, the cause of trouble would not be instantaneously determinable or the whole lot should be disposed of for safety, in which case the cost of cause determination would be huge or the productivity would deteriorate due to massive disposals.


    Based on the background described above, NEC has developed the Individual Identification Information Solution that makes possible product management at the individual piece level.


    


(2) Traceability in the production process


    

    The QR code, barcode or IC tag are usually used to manage products and parts at the individual level.There are however cases in which attaching code or tag is difficult due to the size or shape of the part, or in which printing on the surface is impossible due to the characteristics of the product, or from the viewpoint of proper quality management.


    As the Fingerprint of Things technology identifies individual items from their images, it is capable of identifying individual items whenever an image necessary for collecting the Fingerprint of Things can be obtained from even a small portion of a part. As a result, this technology offers some advantages including little restrictions on the selection of the identified position (which corresponds to the printing position of the barcode). There is no need of revaluating the quality inspection process because the processing or contact are not necessary for individual identification.


    The Individual Identification Information Solution manages individual IDs based on the Fingerprint of Things, thereby making it possible to store identified data into the core data management system together with production data and achieves traceability at the individual level. The flow of this solution is explained in the following figure (Fig. 3).
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        Fig. 3 Flow of Individual Identification Information Management Solution.
      

    


    


1) Registration of Fingerprint of Things


    

    Interfacing with the production line uses the PLC (Programmable Logic Controller) that is generally introduced in the control of manufacturing equipment. When a part is set in the first production process or in the specified position for starting the production management, the line issues the photographing instruction signal and the individual ID of the part to the PLC. The system of the solution then captures the image of the part by controlling the camera according to the photographing instruction and sends the individual ID received from the PLC and the photographed image to the GAZIRU Individual Identification Engine. Thus,it links the Fingerprint of Things information extracted from each image with the individual ID.


    


2) Matching based on Fingerprint of Things


    

    At each of the matching points specified on the subsequent production and inspection process, the system receives the photographing instruction from the PLC and captures the image for matching by controlling the camera. The image is sent to the GAZIRU Individual Identification Engine for extracting the Fingerprint of Things information, which is matched with the registered Fingerprint of Things data to acquire the linked individual ID and writes it in the PLC. Because the individual ID is obtained by matching each part flowing in the line, the equipment data and the production data including the inspection results can be managed by linking the data with individual IDs. This applies even when a hard-to-trace process such as shuffling or stocking is included in the production.


    


    (3) Effects


    

    As this solution enables traceability at the individual level, it is expected to bring various improvements to manufacturing sites. An example of the effects is the possibility of an instantaneous search of the processing conditions and inspection results of the individual issues of concern. Also, in case variances in quality are observed during assembly because of an affinity problem, the assembly throughput rate can be improved using high-affinity parts selected after extracting the production process information of the parts of high-quality assembled products. It is also an effect that we can analyze and determine the cause of the affinity problem and select the appropriate combinations of high-affinity parts.


    In the field of manufacturing, improvements in throughput and quality management by digital transformation of the whole supply chain is more important than ever. Applying this solution will contribute to enhancing the effects obtained by digital transformation of the production sites.


    


    3.2 Cases of use in service linking the brand-name items and expert appraisals


    (1) Background


    

    The secondary distribution market of high-class brand-name items that includes the traditional BtoB and BtoC transactions, is expanding year on year thanks to the diversification of the distribution channels such as the CtoC transactions via the Internet. As a result, it is now required to prevent damage caused by the distribution of counterfeit products and to promote trade at optimum prices based on fair appraisals by experts.


    The purchase of reused high-class brand-name articles is usually performed as shown in the Table. The quality status (scratch, dirt, deformation, smell, etc.) (3) is a factor deciding the value of each product and is as important as its authenticity (2), so its determination and evaluation (appraisals) are done by experts.


    
    
      Table Four steps in the purchase of reused articles
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    Reused articles are traded through several distribution channels such as owner -> buyer -> wholesaler -> dealer -> purchaser, for example. At present, the need for appraisal by a specialist at every purchase by the buyer makes any inadequacy of the expert labor force an issue. There is also the issue by which, even if a certificate is issued to witness the results of an appraisal, replacement of the product or certificate and the counterfeiting of certificates makes it impossible to guarantee the correspondence of the product and certificate. This has resulted in the present status in which transactions based on appraisal certificates are not very diffuse.


    


    (2) Problem solution by GAZIRU Individual Identification Service


    

    One of the often-used approaches to deal with the issues above is the automation of steps (1) and (2) by using the image recognition and AI learning, and a service that adopts this approach has already been released. Nevertheless, as the counterfeiting techniques are increasing in sophistication year on year and step by step (3) necessitates judgments by experts and it is still unavoidable to rely on human appraisals. There is also the idea to identify the product by tagging an RFID. However this method is not applicable as the means of solving the replacement issue because the need to intervene with the product for tagging spoils the commodity value of the brand-name product.


    As a solution for the issues, APRE Co., Ltd. has built the TAL Grading Report Issue Service. This is a new appraisal service using the GAZIRU Individual Identification Service (Fig. 4). This company handles purchase/sale of reused high-class articles including precious metals and brand-name products and conducts product appraisals using high technology for adopting scientific techniques.
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         Fig. 4 Image of use.
        

     


    When a reused article (a bag in the example in Fig. 4) is brought to the company, it appraises the authenticity and quality status based on the in-house criteria and issues the results in a certificate named the Grading Report. APRE manages this process by photographing the Fingerprint of Things of the specific portions of the article and tying the obtained Fingerprint of Things with the Grading Report. This makes it possible to identify the registered reused articles by simply photographing and matching the images of specific portions as described above. There is no need for attaching special ID tags even to the same articles of the same brand as well as to refer the corresponding Grading Report based on the identification result. Even in a case of replacement of the article or Grading Report, matching using the GAZIRU Individual Identification Service can easily detect any unmatched items.

 
    


    (3) Effects


    

    The possibility of easy linkage of the Grading Report compiled by third-party experts to the actual articles described above makes possible reduction of labor by omitting or simplifying the expert appraisals that used to be performed at every transaction. Even when re-appraisal becomes necessary after a long time has elapsed after the issue of the Grading Report, steps (1) and (2) do not have to be performed again. In addition, reduction of the labor for re-appraisal is expected to occur because the Grading Report includes a detailed record of the quality status at the time of the last appraisal. Furthermore, in the CtoC transactions as well as the BtoB and BtoC ones, prevention and elimination of counterfeit and illegal articles and transactions at optimum prices can be promoted. Therefore a safe and fair trade environment to benefit both the sellers and purchasers and a sound development of the market may be expected.


    


  


  
    4. Conclusion


    The present paper introduces the individual ID function based on the Fingerprint of Things recognition technology and on cases of its use at the sites of manufacturing and in the secondary distribution market. The need for individual item management without using special ID tags is present in various domains including in the medical fields and in public institutions as well as in the examples of manufacturing sites and the distribution market described in the present paper. NEC will therefore promote the development of solutions, aiming at the expansion of the applicable domains.


  


  
    * QR code is a registered trademark of DENSO WAVE INCORPORATED.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    The use of artificial intelligence (AI) in product inspection applications is becoming increasingly common. This paper examines a joint effort between NEC and Nippon Electro-Sensory Devices (NED) — a manufacturer specializing in line sensor systems — to create a defective product detection system that incorporates NEC’s RAPID machine learning in image processing software used in image inspection systems. In addition to providing customer value which makes it easy to build an image inspection system incorporating machine learning, we have incorporated other cutting-edge NEC technology into NED’s products with a view to deploying these solutions in new fields and promoting digitalization in manufacturing.
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    1. Introduction


    Japan’s high-quality manufacturing is supported by a stringent quality assurance regime in which every aspect of each product is visually inspected by experienced inspectors. Maintaining such a rigorous human-dependent quality assurance system is proving difficult with the accelerating retirement of experienced inspectors and the need for improved staffing efficiency. To deal with these issues, many manufacturers are turning to AI technology — mainly deep learning — for a solution.


    One of the most critical drawbacks of previously available product inspection solutions was that image capture and image processing or analysis were only provided as separate solutions. Until now, no single solution has been capable of handling both image capture and analysis simultaneously, which meant that processing was required for each process and additional processing to link the results. By integrating the image analysis version of NEC’s Advanced Analytics-RAPID Machine Learning deep learning software with TechView, — a proprietary product owned by Nippon Electro-Sensory Devices (NED), a leader in image capture and analysis systems — we have created a solution that effectively unifies image capture and analysis in a single, powerful system that offers incredible flexibility and can be quickly and eas - ily tailored to suit the requirements of a wide range of product inspection applications.


    TechView enables applications to be built easily, making it possible to work in conjunction with various devices, while RAPID Machine Learning can learn from images, allowing more sophisticated and flexible visual inspection judgment criteria to be developed than is possible using conventional rules-based image analysis technology. Seamless integration of these two systems makes it easy to build inspection systems that use both machine vision and deep learning. At the same time, the high-quality teaching images required for RAPID Machine Learning can be collected automatically when the image processing library of TechView is utilized. Moreover, because systems can be built on-site, users who do not wish to store inspection data at an external location can be accommodated.


    In this paper, we describe TechView and its image capturing capability in section 2. In section 3, we will provide an overview of RAPID Machine Learning, and in section 4, we will show how the two products work together and discuss a use case. We conclude with a look at future prospects.

  



  
    2. TechView and Image Capturing System


    Developed by NED, TechView is a hardware-integrated controller that incorporates an image processing library. It can be connected to various devices and tools required for image processing and is used in many image processing-based visual inspection systems.


    A visual inspection system makes it possible to automate the visual inspection procedure independent of human involvement, minimizing or eliminating the need for human labor, and ensuring uniform, error-free quality standards (Fig. 1). However, a couple of significant issues are involved when conventional visual inspection system is introduced. One is that it is difficult to allocate resources to program development when constructing a multi-part system connecting various devices and controllers which perform a series of processes utilizing AI — from camera and light control to image capture, image processing, image analysis, and results display (Fig. 2). The other is that it is difficult to capture images that accurately depict the characteristics of inspected objects. Below, we explain how these problems can be solved.
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         Fig. 1 Conventional visual inspection system vs. new visual inspection.
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         Fig. 2 Example of processing in a visual inspection system.
        

     


    2.1 Features of TechView


    An external view of TechView is shown in Fig. 3. The unit incorporates a wide selection of interfaces.


     
        [image: 190107_03.jpg]
        
         Fig. 3 External view of TechView.
        

     


    The two most important features of TechView are that it does not require programming skills and that it can be connected to various devices including cameras, lighting equipment, robots, and controllers, as well as AI. Because no programming skills are necessary, image processing design can easily be done using flowcharts rather than requiring customized development. Thanks to the incorporation of an image processing library, a broad range of processing capabilities are possible, such as pattern matching and image processing (binarization, cutout, brightness control, etc.) (Fig. 4).
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         Fig. 4 Versatile connectivity.
        

     


    Together these features make it possible to use TechView to create the system flow shown in Fig. 2 without having to develop customized programs.


    2.2 Image capturing system


    When capturing images of inspection objects, it is important to consider how to configure the cameras and lighting equipment so that the images accurately capture the characteristics of defects (Fig. 5).
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         Fig. 5 Factors that should be considered when constructing an image capturing system.
        

     


    For example, the most important requirement for a line scan camera used for seamlessly shooting a series of continuously moving inspection objects is that the camera’s resolution is good enough to accurately capture the characteristics of any product defects. To decide on an ideal camera, it is important to take account of the width direction (X-axis) and movement direction (Y-axis) of the object being inspected. The width direction can be calculated from the field of view which includes the object, while the movement direction can be calculated from the conveyance speed of the object and minimum scanning frequency of the camera1).


    NED has specialized in industrial line scan cameras for more than four decades, providing an ideal foundation for the construction of image capturing systems in cooperation with NEC. Optimized to acquire images that maximize the visibility of defects, these systems not only incorporate line scan cameras, but also area cameras and infrared cameras.


  


  
    3. Image Analysis Version of RAPID Machine Learning


    RAPID Machine Learning is an easy-to-use software application featuring an intuitive GUI that enables even non-expert users to rapidly develop image recognition applications that use deep learning. It has been successfully used to automate visual inspection at numerous sites, helping reduce the need for human labor in quality assurance processes where visual inspection is used.


    When introducing deep learning to visual inspection systems, two main issues need to be addressed. The first issue is that assembly lines with high yield rates cannot provide the images of defective products needed to enable deep learning to learn the characteristics of defective and normal products. The second is that deep learning generally does not provide any reasons or basis for its judgment, making it difficult for users to come up with policies to improve recognition accuracy. In the following, we will introduce the technologies that we believe will solve these issues.


    3.1 One-class classification


    To solve the problem of how to extract the characteristics of defective products when only normal products are available, one-class classification uses images of normal products to quantify the difference with defective products (Fig. 6, top). Until now this type of classification had difficulty coping in cases where the common characteristics of normal products were extremely complex, resulting in “over-detection” — in which a normal product would be misclassfied as defective. This technology effectively suppresses over-detection even in cases where surface patterns of normal products are random.
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         Fig. 6 Two methods for dealing with difficult data collection.
        

     


    This technology is so effective that a model can be created without requiring any image of a defective product.


    3.2 Transfer learning


    Another way of dealing with the first issue is transfer learning, a technology that achieves high-precision image recognition. Just a few teaching images are required (Fig. 6, bottom) as this technology lets you use an existing model that can classify general objects. Simply teach the system a small amount of additional data about a problem to be solved (such as scratch detection on a metallic part) and you can create a new model specifically for that problem.


    3.3 Misclassification reason visualization technique


    To help users understand the reasons behind a judgment made by deep learning, the misclassification reason visualization technique visualizes the foundations for the judgement (Fig. 7). We are currently evaluating this exclusive cutting-edge technology to determine whether to incorporate it in the RAPID Machine Learning software. To determine how a model misclassified an image, this technology generates a heat map that shows how much attention the model pays to various parts of the product image. You can use this data to refine your model. For example, if you know that the model was paying attention to the background, you can theorize that accuracy may be increased if teaching images with more variable backgrounds are used.
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         Fig. 7 Solving misclassified problems with no clear basis.
        

     


  


  
    4. Combination of TechView and RAPID Machine Learning


    In the TechView flowchart, judgment processing can be performed using RAPID Machine Learning. For inspection items where external inspection is traditionally based on human sensory perceptions other than sight and conventional image processing is ineffective, the RAPID Machine Learning’s advanced AI algorithms — such as one-class classification can easily be utilized.


    Fig. 8 shows a flowchart for an inspection checking for the presence of foreign matter. By creating a flowchart that prompts judgement using the AI model which has finished learning in advance only when the judgment is difficult with conventional image processing, you will be able to efficiently execute judgment processing. You will also be able to make required settings in the flowchart. As long as a simplified inspection image display is adequate, you can build an external inspection system that exploits AI without developing a new program.
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         Fig. 8 Flowchart for foreign matter inspection.
        

     


    In cases where our conventional system has already been introduced to plant lines, the combination of TechView and RAPID Machine Learning makes it possible to perform high-precision, high-speed judgment processing without having to upgrade the hardware specifications.


  


  
    5. Future Prospects


    The automation of the inspection processes discussed in this paper is positioned as one of the most important constituents in the flow of digitalization through the entire factory. The value offered by the automation of inspection processes using TechView and RAPID Machine Learning not only reduces the numbers of inspectors and processes, but also helps assure reliable, uniform inspection quality not dependent on the degree of human skill or experience. When the inspection results are combined with the traceability of components used in the manufacturing process, it is also possible to promptly specify which process was running when the problem occurred2). Moreover, when the correlation between the inspection result and facility and operation data is analyzed, it is also expected to contribute to yield rate improvement and cost reduction.


    Improvement in throughput and enhancement of quality control will become ever more important in manufacturing in the future. This can only be achieved by the digitalization of entire supply chains. NEC is proposing NEC DX Factory, a future concept for manufacturing destined to be changed by digital transformation (Photo). By providing the benefits of digitalization to humans, things, and facilities and returning simulation results in all the processes from designing and manufacturing to shipping and distribution, we will foster innovative new manufacturing systems where autonomous robots and production facilities will operate in cooperation with humans. Our advanced technology will enable us to develop powerful high-value solutions to address a broad range of different customer issues and support digitalization of manufacturing plants.
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         Photo NEC DX Factory demonstration system.
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    Abstract


    Expectations for future driving technologies have recently been growing in the mobility domain; one of these is in the practical use of drive recorders for remote surveillance and another is that concerning remote driving systems. However, as vehicles keep on moving, the communication bandwidths of mobile networks and the amount of transmitted camera video data may change in a complex manner. This issue causes the videos to be disturbed when the real-time surveillance of videos from multiple vehicle-mounted cameras are processed. In order to solve this issue, NEC Corporation has developed the communication prediction/control technology that integrates the communication prediction and the communication control technologies. Communication prediction technology predicts changes in the
communication bandwidths, and communication control technology detects important communications from multiple cameras and automatically optimizes the communication bandwidths using a rule-based AI. The present paper introduces a remote surveillance solution that enables real-time surveillance of videos from multiple vehicle-mounted cameras using the developed technology.
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    1. Introduction


    Expectations for the practical use of drive recorders and remote driving systems are recently tending to be on the rise in the mobility domain. The drive recorder is used actively as a driving guidance tool for drivers by using records of accidents and near-miss events that auto transportation companies are encountering during every day driving. However, nowadays there are many hazardous driving events that are hard to identify from the recorded data or are hard to recognize using the records from the front and driver’s seat cameras alone. As more vehicles are equipped with the communicating - type drive recorders that transmit video data to a cloud computing system during driving, it is anticipated that guidance will be given to drivers at optimum timings by utilizing real-time driving video data. This new technology may thereby result in a decrease in the number of traffic accidents.


    A future need of the real-time driving video data via cloud computing is for availability of a mobility service with an unmanned autonomous vehicle in certain areas. This would be expected to offer a solution for the issue of people affected by disadvantaged mobility in sparsely populated areas. With this service, a remote driving system allows a teleoperator who operates a vehicle in a remote location to check the videos of cameras mounted inside and outside the vehicle, with a delay time of less than about 0.3 seconds when observing the passengers. If there is any deviation from the threshold (ODD: Operational Design Domain) programmed by the system, the teleoperators can control the vehicle from the remote location. This service is planned to be put into practical use in Japan by 2020.


    The need for real-time checking of the driving video data of multiple vehicle-mounted cameras from a remote location is increasing as described above. Nevertheless, wireless communications pose the issue of the impossibility of real-time video transmission due to the variations in the number of users who use the same frequency and of the radio wave conditions changing as the vehicles travel. To transmit videos in real time in an environment accompanied with variations of the wireless communications bands, NEC is tackling the communication prediction/control technology using AI. The present paper introduces a remote surveillance solution enabling the real-time surveillance of multiple vehicle-mounted camera videos using the communication prediction/control technology. Additional relevant details of the technology are also explored.


  



  
    2. Remote Surveillance Solution


    Fig. 1 depicts the outline of the remote surveillance solution in a mobility service using an unmanned autonomous vehicle. To allow the teleoperator to check the conditions inside and outside the vehicle just like ordinary bus drivers, the unmanned autonomous bus carries multiple vehicle-mounted cameras. Videos from the vehicle-mounted cameras are transmitted in real time from the vehicle-mounted communication device called the connected gateway to the multi-viewer via the LTE network, so that the teleoperator can monitor the driving situations. In the case of an issue with the vehicle driving, the teleoperator controls the bus by sending the control commands of the steering wheel, brake and gas pedals. Communication with passengers can also be achieved via the connected gateway. It is with these mechanisms that the unmanned autonomous mobility service is implemented.


     
        [image: 190108_01.jpg]
        
         Fig. 1 Remote surveillance solution for the mobility service with an unmanned autonomous bus.
        

     


    To disseminate the mobility service with an unmanned autonomous vehicle as a solution for issues of people with disadvantaged mobility in sparsely populated areas, the use of the existing LTE network will be essential. However, since the wireless communication bands of the LTE network vary widely, smooth real-time transmission of vehicle-mounted camera videos is difficult. When cameras are mounted at the front, rear and both sides of a vehicle and real-time transmission of their videos via the LTE network is attempted, the videos are often disturbed as shown in Photo 1. Previous systems achieved smooth transmission by inserting delays of a few seconds between the video transmitter and receiver sides to detect the communication band variations and lower their video quality accordingly. However this method causes video disturbance when the delay time is limited to less than about 0.3 seconds. In addition, using multiple vehicle-mounted cameras causes further video disturbance due to the competitive scramble for the communication bands by the cameras. If the disturbance issue was to be solved using the previous method, it was necessary to prepare a dedicated LTE network that did not produce communication band variations.
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         Photo 1 Example of vehicle video transmission using the previous method.
        

     


    On the other hand, NEC’s remote surveillance solution is capable of smooth video transmission without disturbance as shown in Photo 2. Section 3 will introduce the communication prediction/control technology that enables a remote surveillance solution.
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         Photo 2 Example using NEC’s remote surveillance solution.
        

     


  


  
    3. Communication Prediction/Control Technology


    The present section describes the communication prediction/control technology that is required for the remote surveillance solution by transmitting the videos from multiple vehicle-mounted cameras to the surveillance center smoothly in real time.


    As shown in Fig. 2, the communi cation for remote surveillance is required to deal with the following two kinds of variations. One is the variation of the communication band of mobile networks. This is a complex variation that depends on the vehicle movement speed and communication congestion status. The second is the variation in the required amount of transmitted data of the vehicle-mounted cameras surveying the front, rear, and both sides of the vehicle. This also varies in a complex manner depending on the vehicle drive conditions including the environment, velocity and travel direction. These two variations produce packet losses and communication delays, and the resulting disturbance of the videos transmitted from multiple cameras makes it difficult to achieve smooth real-time remote surveillance.
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         Fig. 2 Technological issues.
        

     


    To solve this issue NEC has developed an AI-based communication prediction/control system as shown in Fig. 3. This technology consists of a communication prediction method that predicts variations in the communication band and the communication control that identifies important communications from multiple cameras using a rule-based AI and automatically optimizes the transmitted data amount and the video quality.
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         Fig. 3 Outline of communication prediction/control technology.
        

     


    During the video delivery, the communication prediction builds a prediction model of the communication throughput variations in the last one minute in real time and enables prediction of the probable variation width of the communication throughput until 10 seconds later. The research into this technology has achieved results as a core technology of media communication1). The communication control uses a rule-based AI to automatically optimize the amount of transmitted data from each camera and a video compression rate according to the conditions, including the vehicle drive conditions. The video quality and communication band prediction is thereby varied. The research into this technology has achieved results as a core technology of optimization of network communication resources2)3), and it is being improved for application in the connected gateway. This AI-based communication prediction/control technology is unique to NEC and makes possible smooth real-time remote surveillance and control in various driving conditions.


  


  
    4. Demo System


    In FY 2018, NEC built a remote driving demonstration system using a large wireless-controlled vehicle as shown in Fig 4. The remote-controlled vehicle carries four cameras at the same height as the eyes of a driver in the driver’s seat so that the videos from the vehicle-mounted cameras could be checked with a sense of real vehicular scale.
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         Fig. 4 Remote driving demo system.
        

     


    Evaluations were made using this demonstration system. The remote-controlled vehicle and virtual cockpit are compatible with the LTE communications so remote surveillance and remote driving from a distance of more than 10 km was verified. It was confirmed that the vehicle could move at 40 km/h on the test course in the NEC premises.


  


  
    5. Conclusion


    To promote an improvement of the skill of teleoperators and to disseminate a mobility service with an unmanned autonomous vehicle in the mobility domain, the use of real-time videos from vehicle-mounted cameras promises much. To meet such a need, however, it is essential to transmit vehicle-mounted camera videos smoothly in real time under the existing LTE network environment. By using the remote surveillance solution making use of the communi cation prediction/control technology, NEC will implement real-time vehicle camera video transmission for the existing LTE network, thereby contributing to the development of the mobility society.


  


  
    * LTE is a registered trademark of European Telecommunications Standards Institute(ETSI).

    * All other company and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Over the past few years, both the Japanese government and Japanese corporations have been pushing for work style reform with a focus on flexibility and diversity, as well as health management. NEC’s Emotion Analysis Solution reads, quantifies and visualizes a person’s emotional state. This data can then be used to develop an appropriate policy, enabling organizations to implement operating and workplace environments optimized for each employee. In this paper, we describe the system configuration of NEC’s Emotion Analysis Solution and application examples, as well as future prospects.
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    1. Introduction


    Efforts to promote work style reform and health management in Japan have accelerated in recent years as the country’s working-age population continues to plummet due to a declining birthrate and aging population, which has led to a steady decrease in productivity as workers struggle with physical and mental health issues. In response, businesses have begun large-scale implementation of IoT and AI technologies. In tandem with this, extensive efforts are underway to create workplace arrangements that make each employee’s life easier and provide an environment that maximizes each employee’s performance and position assignment that respects individuality (skills, aptitudes, lifestyles, etc.).


    To verify the effectiveness of such efforts, questionnaires are typically used. However, it is difficult to conduct questionnaires multiple times over a short span of time and their level of objectivity is not rated highly. Instead, what is required is a means of collecting objective numerical data that can be used to visualize the various emotional states of employees. Visualization and timely response will also make it possible to promote improved health. Evaluations based on numerical data that feature both high objectivity and high temporal resolution ensure that appropriate measures can be taken as and when required.


    NEC’s Emotion Analysis Solution — which is the focus of this paper — incorporates emotion analysis technology that can infer an individual’s emotional state based on data obtained from wearable devices. In Section 2, we describe this technology in detail, while in Section 3 we outline a system configuration that achieves excellent real-time performance and data connectivity. In Section 4, we will look at some applications where this technology has already been implemented and speculate on what the future may hold.


  



  
    2. Emotion Analysis Technology


    


    In the past, the only way to get some idea of the emotional state of customers and employees was to have them fill out questionnaires. While useful for product planning and corporate management, the data collected in this way suffered from a number of problems. It is not really possible to have people respond to the same questionnaire multiple times over a short period of time. They cannot track emotions across time or in precise time units. Moreover, because they depend on the respondent to identify how they are feeling, they cannot be considered objective. For these reasons, extensive research and development efforts have gone into finding ways to visualize emotions using objective numerical data that can be obtained without requiring analysis targets to do anything other than wear the device.


    Emotion is a complex state of feeling that produces physiological and psychological responses that can affect thought and behavior. The term “affect” is often used to refer to the behavioral expressions (facial expressions, bodily gestures, speech, etc.) and reactions that accompany the experienced emotion. Thus, by detecting affect from a person’s behavioral expressions and physiological reactions, it is possible to draw an extremely accurate inference of their emotional state.


    Data used to infer an individual’s emotional state includes facial expressions1), voice mannerisms2), physiological indices (brainwaves, heartbeats/pulsation, electrodermal activity [perspiration], etc.). Inferring emotions from facial expressions or voice mannerisms is not practical on a continuous basis as the analysis subject needs to be in front of a camera in the case of facial expressions or speaking in the case of voice mannerisms. Physiological indices, on the other hand, can be tracked more or less constantly through the implementation of wearable devices (headset, eyeglass, shirt, and wristband types). The only drawback with this method is that the device has to be worn.


    For NEC’s Emotion Analysis Solution, we decided that a wearable device that measured physiological indices offered the most advantages and the fewest drawbacks. Such an approach would be the least burdensome to analysis targets and easily implemented across a broad range of businesses and other organizations. We chose a wristband-type device as this would be the most innocuous and least inconvenient for the wearers and uses time-series data of pulse peak intervals (PPIs, pulse rate = 60 sec./PPI) as a basis for emotion analysis.


    2.1 Emotion/affect conceptual model


    The relationship between various affects such as pleased, excited, tense, distressed, sad, serene, relaxed, and so on has been studied. James A. Russell argued that affect can be expressed in a two-dimensional space by means of two coordinates comprised of arousal and valence (pleasantness/unpleasantness) and proposed a circumplex model in which various affects are placed along the x and y axes3)4). The circumplex model has been used for innumerable studies regarding emotion. Fig. 1 shows Russell’s circumplex model in which various affects are laid out in a two-dimensional space. Our system uses Russell’s circumplex model for templates that express emotions.


     
        [image: 190109_01.jpg]
        
         Fig. 1 Russell’s circumplex model of affect.
        

     


    2.2 Flow of emotion analysis


    The overview of the emotion analysis algorithm is shown in Fig. 2. The time-series data of PPIs is extracted from the data collected by the wearable device. From the PPI data which is output continuously, 256-second data is extracted at 5 second intervals. Feature values are calculated by heart rate variability (HRV) analysis which is described below. By substituting the calculated values with an inference model already established by machine learning, our system calculates the inference values of arousal and valence respectively. After judging in which quadrant the inference values are positioned in Russell’s circumplex model, it presents one of the emotions representative of the four quadrants — happy, angry, sad, and relaxed.
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         Fig. 2 Overview of the emotion analysis algorithms.
        

     


    HRV analysis is a time-series data analysis method for heart rate and pulse frequency often used in research and development for inference of internal states such as fatigue, drowsiness, and stress. It is a method that calculates the mean, standard deviation (SD), coefficient variation (CV), root mean square of the successive differences (RMSSD), frequency components (very low-frequency [VLF], low-frequency [LF], high-frequency [HF]), and so on5).


    The heart rate constantly varies, being affected by autonomic nerve activity (sympathetic nerve, parasympathetic nerve). This physiological phenomenon is the HRV. For example, when the time-series data of heart rates is put into frequency analysis, LF components affected by both the sympathetic and parasympathetic nerves can be extracted and HF components affected by the parasympathetic nerve can be extracted. And from the ratio between LF and HF (LF/HF), the activity condition of the autonomic nervous functions can be inferred. The autonomic nerve takes action reflecting the conditions of a person. The sympathetic nerve becomes active when they are excited, whereas the parasympathetic nerve becomes active when they are relaxed. Hence, it is considered that the feature value derived from the HRV analysis is effective for the inference of emotion.


    Fig. 3 shows the emotion analysis results of a day an employee spent during a business trip. The band graph on top shows the employee’s emotions over time. The band graph in middle shows the numbers of steps and conversations. The employee’s activities are shown on the bottom. Positions where there is no emotion output in the band graph represent periods where data could not be acquired for one reason or another — such as the subject was moving, for example. When the subject was reading and sending email before noon, “angry” was output. When the subject was giving a presentation or riding a bullet train, “happy” was output. When the subject was heading home, “angry” and “sad” were output. When we presented our results to the subject, they said that it made sense because giving a presentation was their favorite task so they would be “happy”, while on their way they were riding a packed commuter train so they wouldn’t feel so good. By crosschecking the emotion analysis results with corresponding activities as shown in Fig. 3, it is possible to take a retrospective look at what emotions an analysis subject was experiencing while carrying out specific tasks.
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         Fig. 3 Example of emotion analysis results (changes in emotional states over the course of a day).
        

     


    


  


  
    3. System Configuration of NEC’s Emotion Analysis Solution


    Designed for monitoring employees and facilitating the development of task improvement policies, NEC’s Emotion Analysis Solution is configured to deliver excellent real-time performance and data linkage. The system configuration is shown in Fig. 4. The data acquired by the wearable device is sent to the cloud via a smartphone and then analyzed and processed on the cloud as described in 2-2. Analysis results can be viewed with a web browser and downloaded in CSV format, so you can check the subject’s emotions almost as soon as the subject experiences them. The system also comes with an application programming interface (API) so intersystem linkage is easy. All you need to do is send a data acquisition command from an existing system to the cloud.
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         Fig. 4 System configuration diagram.
        

     


    Moreover, as this product is offered as a cloud service, no system construction is necessary on the customer side, minimizing the initial introduction cost, and making it easy to scale up or down of the system as required according to the change of the number of customers from trial to full-scale implantation.


    3.1 Wearable device


    While many devices are available that can collect physiological indices such as pulse rate, only a few are able to acquire the range of indices necessary for emotion analysis. After examining the various devices available, we decided to use the commercially available TDK Silmee W20/W22. In cooperation with TDK, we customized the Silmee W20/W22 and its dedicated app to make it possible to perform emotion analysis. In addition to pulse rate, body surface temperature, and step count, the Silmee W20/W22 can also acquire data — such as how much conversation the user engages in and ultraviolet index (vital data) — that can be utilized not only for emotion analysis, but also for health management and behavioral analysis.


    3.2 Cloud system


    Data analysis is performed on an emotional analysis engine in the cloud. Incoming data is filtered by user ID and 256-second data chunks are extracted and analyzed. The resulting emotion analysis data is stored in a database together with vital data. Results of the analysis can be viewed on a web portal screen called the emotion visualization dashboard. A CSV version of the results can be downloaded via the portal screen.


  


  
    4. Application Cases and Future Prospect


    Since first introduced in June 2018, NEC’s Emotion Analysis Solution has been implemented in various industries and businesses, including transportation, manufacturing, construction, and healthcare/nursing, on both a trial basis and full-scale operation.


    We asked the line workers of NEC-affiliated factories to put on the wearable device and analyzed their emotions in various tasks and processes. As a result, we were able to determine which processes were associated with higher stress (lower in valence). Once these processes have been identified, improvements can be made to promote a more comfortable working environment.


    Most industries are now aware that by cross-referencing emotions and task records they can obtain data useful for improving task processes and assigning tasks appropriately. Using this data makes it possible to determine which tasks impose a high psychological burden, to optimize each task, and to allocate compatible members in multi-member tasks.


    We are also examining the potential for deploying this system in applications other than work style reform and health management. For example, when we asked the audience at an in-house event (lecture) to wear the wearable device so that we could analyze the changes in emotions they felt during the lecture, we were able to obtain emotional fluctuation data that correlated with the content of the lecture. We think this makes it possible to use NEC’s Emotion Analysis Solution to monitor the emotional reactions of attendees at lectures and training sessions, and to provide data that can be used to help improve the lecturer’s presentation techniques.


    So far, most of the correlation analysis we have done has applied to task records and emotions, in order to extract issues pertaining to tasks. Emotions, on the other hand, are affected by many other factors, including daily accumulation of fatigue, lifestyle, temperature, and humidity, in addition to the content of the task involved. Going forward, we will be focusing on identifying issues that have gone unnoticed and proposing concrete plans for improvement by leveraging our AI technology to perform emotion analysis using continuously acquired
emotion data, vital data, detailed task record data, and environmental data.


  


  
    5. Conclusion


    NEC’s Emotion Analysis Solution is a cloud-based system based on our proven AI technology that provides a low-profile, effective means of analyzing people’s responses to situations and inferring their feelings based on the behavioral and physiological reactions they demonstrate. This system allows companies to discreetly monitor the mental and physical states of their employees, thereby providing appropriate support and improving the way tasks are structured and assigned. As we continue to advance this technology and refine our system, we expect to provide ever more sophisticated services to support work style reform and health management, reflecting our commitment to helping achieve a safe and more secure society.


  


  
    * Silmee W20 and Silmee W22 are trademarks of TDK Corporation.

    * All other company and product names that appear in this paper are trademarks and/or registered trademarks of their respective owners.
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    Abstract


    Office security is widely regarded as one of the most important issues facing businesses today. While traditional lock and key security has not been abandoned, a wide range of authentication methods are now being used in the modern workplace, including key fobs, ID cards, and passwords. Unfortunately, these enhanced security systems tend to inconvenience users, and can often be confusing and complicated, as well as leading to more complex management and administration. Further complicating the situation is the threat posed by theft and use of other people’s ID cards and passwords. NEC’s Facial Recognition Solution for Offices offers a comprehensive suite of facial recognition products and services that allows companies to achieve a secure and convenient office environment by standardizing intra-office authentication with facial recognition.


    


    
      Keywords


      facial recognition, biometrics, NeoFace, room entrance/exit, building entrance/exit, smart lock, log-on, single sign-on (SSO), printing, secure printing


    

  


  
    1. Introduction


    As the name implies, the Facial Recognition Solution for Offices is designed to enhance intra-office security and improve intra-office convenience by linking a suite of products that incorporate NeoFace — NEC’s facial recognition AI engine. The core of NEC’s Bio-IDiom biometric brand, NeoFace boasts the world’s number-one authentication precision1).


    Most companies today view office security as one of their top issues and are taking steps to introduce a variety of authentication methods. As security systems become more complex and multi-layered, employees find themselves forced to use multiple authentication means. For example, it is necessary to set different IDs and passwords for different task systems and renew IDs and passwords periodically. In many cases, different ID cards are required for different applications. When an ID card is lost, it becomes invalid and may take some time to replace. The end result is that office security becomes so much of a burden that users and administrators are tempted to avoid it altogether.


    Designed specifically for office use, NEC’s security solution simplifies authentication and maximizes convenience. Built around the NeoFace Facial Information Management Service which allows you to use faci al data, the Facial Recognition Solution exclusively for Offices incorporates NEC’s comprehensive suite of facial recognition products and services including the NeoFace Monitor for PC security, NeoFace Access Control which unlocks security gates at entry/exit points, and the NeoFace Facial Recognition System Introduction Package which allows companies to easily introduce a facial recognition system. The system is easy to install and can be up and running almost immediately, reducing the burden on both users and administrators by replacing multiple authentication methods with facial recognition (Fig. 1).


    
      [image: 190110_01.jpg]

      
        Fig. 1 Outline of Facial Recognition Solution for Offices.
      

    


  


  
    2. Products and Services Included in the Facial Recognition Solutions for Offices


    2.1 NeoFace Access Control


    This product is an integrated facial recognition terminal that packages the software and hardware you need for facial recognition such as a face database, camera, and display panel in addition to a facial recognition engine. It detects faces from face photos registered in the database incorporated in the terminal in advance, as well as from video data captured with the built-in camera. Authentication is performed instantaneously.


    With this product installed at your office’s security gate, you can use facial recognition to unlock the security gate, making possible hands-free entry/exit authentication. As it is also compatible with dual-factor authentication, it can help prevent illicit entry and exit using a stolen ID card or another person’s ID card. The result is significantly enhanced security.


    Moreover, since employees can be authenticated without having to stand still in front of the camera, they can come and go without delay, ensuring smooth, continuous traffic flow even at busy times of day when workers are arriving to or leaving work (Photo 1).


    
      [image: 190110_02.jpg]

      
        Photo 1 Entrance control with NeoFace Access Control installed.
      

    


    2.2 NeoFace Facial Recognition System Introduction Package


    This product is a package of services designed to facilitate construction of a system centered on a server preinstalled with facial recognition software together with post-purchase maintenance services. It can also be used for confirmation of arrival of VIP clients, for instance, in addition to entry/exit control and employee authentication.


    NeoFace is compatible with facial recognition using not only an IP camera, but also using a Windows tablet, making it possible to set up a very simple and cost-effective entry/exit control system. Since users can authenticate themselves by confirming their faces on the tablet, user convenience is greatly enhanced. As this product is compatible with thumb-turn locks which are commonly used in offices, as well as electric locks, it can be easily integrated with most doors without modification. This product is also provided with a smart lock system called the Akerun facial recognition model (manufactured by Photosynth) which can be mounted on a thumb-turn lock door (Fig. 2). The provision of the Akerun enables automatic unlocking of the door with facial recognition.


    
      [image: 190110_03.jpg]

      
        Fig. 2 Configuration of the Akerun facial recognition model.
      

    


    In addition, this product features multiple interfaces, so it can be linked with other systems. For example, by linking facial recognition entry/exit data with an attendance/absence management system, you can effectively track your employees’ working hours by checking deviations between entry time and exit time. This product can be utilized in many other applications, as well.


    2.3 NeoFace Monitor


    This product uses facial recognition to enable users to log onto a PC (Windows OS), unlock the OS, and log into task applications.


    Users no longer need to enter hard-to-remember passwords every time they use a PC or PC application. At the same time, administrators can easily track who used which PC by referring to face data logs. This allows them to confirm that users were legitimate users and to avoid illicit use. In other words, using facial recognition enhances security, while eliminating the hassles of conventional log-in methods.


    To prevent spoofing, NeoFace Monitor incorporates a movement detection function that checks for facial movement to distinguish a human face from a photograph or video image. This system is also compatible with dual-factor authentication that combines password/ID card confirmation and facial recognition. To enhance security when a user is logged on and the lock is unlocked, NeoFace Monitor is also equipped with a continuous surveillance function that periodically performs facial recognition during use and automatically activates the lock when necessary (Photo 2).
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        Photo 2 PC login screen.
      

    


    2.4 Facial Recognition Printing Solution


    This solution uses facial recognition to facilitate user identification, something previously handled with ID cards. A network camera installed near the printer captures the face of any user who requests printing and then, upon successful authentication, the printer executes the requested print job. Using facial recognition technology enables printing systems to be secured with hands-free authentication, eliminating the need to scan ID cards and enhancing security by preventing users from abandoning printouts near the printer or taking other people’s printouts by mistake.


    As a product, our solution has been achieved by linking NEC’s NeoFace facial recognition engine with CEC’s secure printing solution called “SmartSESAME SecurePrint!”. In addition to the security features made possible by facial recognition, this solution also offers multi-vendor printer compatibility, location-free printing, and printing log acquisition.


    2.5 NeoFace Cloud GPS Linkage Service


    This service is based on NEC’s NeoFace Cloud — a cloud service that provides facial recognition functions. The NeoFace Cloud GPS Linkage Service combines authentication using facial recognition on the terminal side (smartphone, tablet, etc.) with GPS location information to accur ately capture user data about who, when, and where.


    Not only does this system make time clock punching obsolete, it also allows the company management to link to smartphones and other mobile devices to precisely track where and when employees are when they are not in the office — for example, if they are at a construction site or doing an inspection assignment (Fig. 3).
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        Fig. 3 Usage scenario of NeoFace Cloud GPS linkage service.
      

    


    2.6 NeoFace Facial Data Management Service

    This is a cloud service that automatically enables collected face data to be shared between this system with other facial recognition systems. The administrator can confirm the linkage conditions for each facial recognition system from the portal screen and set the scope of linkage for sharing.


    This service gives managers more flexibility by making it possible to determine which facial recognition system should provide the face data according to the registered user. This can reduce the operational burden on administrators and managers.


    In addition, face data can be managed according to group and multiple systems can be bundled by setting the scope of linkage. Thus, it is possible to set a management scope that matches management targets such as visitors and employees with management departments such as information system and general affairs departments.


    We also support the construction of a link between the NeoFace Facial Data Management Service and other facial recognition systems, making it easier to quickly introduce this solution.


  


  
    3. Conclusion


    NEC offers an array of facial recognition products for various applications. Through the co-creation with our partners, we are able to provide an extensive array of solutions that integrate our facial recognition products with our partners’ products. By providing our customers with these facial recognition products and services centering around the Facial Recognition Solution for Offices discussed in this paper, we will continue to enhance the security and convenience that facial recognition systems can provide.


  


  
    * Akerun is a registered trademark of Photosynth Inc.

    * Windows is a registered trademark of Microsoft Corporation in the U.S. and other countries.

    * All other company and product names mentioned are trademarks and/or registered trademarks of their respective owners.
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    Abstract


    The auto response solution, with which the AI responds to inquiries, is recently attracting attention as one of the applications of AI technology that can make up for human resource shortages and support diversified ways of working. It is especially notable that the use of chats as a means of inquiry other than the telephone and e-mail is increasing because of the ease of use, and the chatbots are expanding their usage scenarios as a familiar AI technology. This paper introduces an outline of an auto response solution that can give highly accurate answers to inquiries by utilizing the Recognizing Textual Entailment technology. This procedure can recognize the diverse expressions of natural text.
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    1. Introduction


    The recent diversification of inquiries addressed to inquiry operations at help desks and contact centers is increasing burdens on the response staff, making it difficult to ensure the requi red staff levels due to the human resource shortages. This situation has resulted in increased attention on the auto response solution in which the AI deals with the inquiry oper ations in place of human staffers. In this paper, the authors will introduce NEC’s Recognizing Textual Entailment technology that can recognize diverse expressions of natural text, the methods for its utilization, actual cases of use of the auto response solution and the approaches to be taken in the future.

  


  
    2. Outline of Auto Response Solution


    The auto response solution automates the inquiry responses and the routine operations that have previously been dealt with by human staffers such as travel expenses settlements by text and voice. This solution reduces the burden on the inquiry staff and the labor for problem solving greatly and improves the convenience of operations. It makes it possible to let the AI respond to simple inquiries and routine operations while letting human staffers respond to more complicated operations and inquiries that need certain expertise.


    This solution gives an advantage of inquiries from anywhere and instant solution possibilities to the end users. The businesses running the contact center and the corporate help desk operations department can also improve the efficiency related to the responding human resources by entrusting simple inquiries to the AI (Fig. 1).

     
        [image: 190111_01.jpg]
        
         Fig. 1 Auto response solution outlined.
        

     


    The auto response solution has the features as described in the following.


    (1) Recognition of various expressions using the Recognizing Text Entailment technology


    

    Since the Recognizing Text Entailment system has enabled absorption of fluctuations in expressions, it is now possible to respond to various expressions used in questions with a high accuracy. The details of the said technology will be described in section 3 below. However, in the case of a chatbot making use of machine learning, it is required to prepare variations of many question texts as the learning data in order to increase the answer accuracy. The use of this technology can then reduce the large amount of data to be prepared, so it is effective for reducing the operation burden.


    


    (2) High extendibility thanks to externally-linked API


    

    The solution provides the connectors for linkages with LINE and Microsoft Teams as standard. It also prepares interfaces for flexible linkages with external systems such as the Robotic Process Automation(RPA) and web application servers. This results in high extendibility including the possibility of building a mechanism that acts to settle travel expenses based on connection with a travel expenses settlement system or a scheduler.


    


    (3) Compatibility with both the cloud and on-premises systems


    

    Most current chatbot tools provide services from clouds but this solution prepares on-premises compatible products in order to meet the needs from customers under severe security requirements or for those who want to use the private clouds operated by themselves.


    


  


  
    3. Recognizing Text Entailment Technology, Its Applications


    The present section describes NEC’s Recognizing Text Entailment technology, which is one of the special features of the auto response solution, and its use. This technology determines whether two texts have the same meaning at a high accuracy and high speed. Even if the texts use different expressions, it can determine if their meanings are the same by considering the importance of words, semantic correspondence and word classes. For instance, two texts “the engine suddenly stopped” and “the engine stalled” employ different expressions but the technology determines that they are identical. See Fig. 2 for a description of the method of its use in the auto response solution. The question text of the inquirer is compared with the candidate questions (Q) in the Q&A data, the candidate question (Q) having the same meaning by retrieval using the Recognizing Text Entailment technology, and the answer (A) corresponding to it is returned to the inquirer.
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         Fig. 2 Application of Recognizing Text Entailment technology.
        

     


    The use of the Recognizing Text Entailment technology brings about the following effects.


    (1) Improved retrieval accuracy


    

    In the operation of chatbot, since the answer to the question is often unused if the accuracy is low, it is required to improve the correct answer rate. See Table for the differences between the traditional keyword retrieval and the retrieval using the Recognizing Text Entailment technology. While the retrieval keywords “Product A effective” with the traditional keyword retrieval hit any text containing all the keywords so that a text like “Product A is not effectiv e to influenza” may be retrieved. However, this text has negative meaning therefore it is not the one to be retri eved. “Product A has a disinfection efficacy” comes at a low level in the retrieval results because it contains only one of the keyboards. However, since “effective” and “efficacy” have similar meanings, this text needs to be hit. Even when an answer that should be hit is difficult to reach with the transitional keyword retrieval, a retrieval using the Recognizing Text Entailment technology makes it possible to find the answers with close meanings.


    
    
      Table Differences between keyword retrieval and Recognizing Text Entailment retrieval
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    (2) Improvement of operation efficiency


    

    To improve and maintain the correct answer rate in the operation of chatbot, it is required to enrich the Q&A data for dealing with new kinds of questions and to perform routine maintenance, but the burden of such operations sometimes makes continuance of operations difficult. Use of the Recognizing Text Entailment technology enables enrichment of Q&A data and improvement of maintenance efficiency as shown in Fig. 3. With a chatbot having a mechanism for machine learning of Q&A data, between 10 and 20 items of data are necessary per Q&A data set in order to improve the answer accuracy. The preparation of such a large amount of data poses an important burden. On the other hand, NEC’s solution can recognize diverse expressions thanks to the Recognizing Text Entailment technology. So only a few items of Q data per Q&A data set can achieve a similar accuracy, which means that the burdens for the Q&A data enrichment and maintenance can be reduced.
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         Fig. 3 Differences in the burden of data preparation.
        

     


    


  


  
    4. Applications of Auto Response Solution


    This section introduces two cases of actual use of the auto response solution.


    4.1 Case of NEC Group’s corporate help desk


    NEC Management Partners, Ltd. (hereafter “NMP”) provides an auto response service for answering questions related to operation from the personnel and general affairs staffs in the NEC Group since July 26, 2018.


    (1) Circumstances of introduction


    

    Previously, inquiries from the domestic staff of the NEC Group have been responded to in the operating hours of working days by operators of the NMP Contact Center referring to the collection of FAQs from the personnel and general affairs departments and to the inquiry history information as shown in Fig. 4. This method has been accompanied with issues such as phone is always busy, Inquiry not responded outside working hours, phone is passed around so that more time and labor are necessary, and so on.
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         Fig. 4 Issues with regards to NEC Group’s corporate help desk.
        

     


    


    (2) System outline


    

    To solve the issues outlined above, provision of an
AI chatbot applying the auto response solution was
started as shown in Fig. 5. The main objectives of the service are as follows:
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         Fig. 5 Objectives of AI chatbot.
        

     


  
    	Improvement of NEC Group effi ciency: Time reduction for both inquirers and responders

    	Extension of service hours: Answers by auto response even when the operators in charge are absent

    	Improvement of quality of response: Homogenized answer level (fair response/barrier-free)

  


    


    (3) Effects of introduction


    

    Auto response to about 900 inquiries per day brings the following effects.


  
    	About 28% reduction of Contact Center inquiries thanks to automation of inquiry response by the auto response solution.

    	Improvement of correct answer rate to questions provides increased instantaneous problem solution so the staffers can reduce the time taken for inquiries and focus on their jobs. According to an in-house questionnaire, 71% of inquiries led to confident solutions and the time taken for solving issues has reduced to 2/3.

  


    


    (4) Future development


    

    Based on the “chatbot that answers inquiries”, NMP will provide the working practices assistance function for each individual staffer by acting for business system-linked operations such as travel expenses settlements and meeting room reservations aiming at implementing a general business work portal for the NEC staff.


    


    4.2 Case of emergency consultations from residents (Saitama Prefecture)


    (1) Circumstances of introduction

    

    The Saitama Prefecture runs an emergency phone consultation service with which, in case of an acute disease or injury, nurses respond via phone consultations on the first-aid measures in home and the necessity of visiting medical institutions. To enhance emergency phone consultations aiming at ensuring the safety/security of prefectural residents and to optimize the availability of emergency medication, the local go vernment has introduced the national common dial (#7119) and 24-hour/365-day service. Recently, the government studied the introduction of the Saitama AI Emergency Consultation service in order to improve the convenience of the service further and reduce the burden on the consultation staff and the emergency medical staff by promoting optimum hospital visits.


    


    (2) System outline

    

    In addition to the existing emergency phone consultation service, the Saitama Prefecture started provision of an emergency consultation chatbot, the first one using AI in Japan, on July 19, 2919, aiming at improving the convenience of residents and optimizing visits to medical institutions. As shown in Fig. 6, when a user makes an inquiry in one of the various available ways, the service understands the major complaint (main symptom appealed by a patient) from the context. It then uses the Recognizing Text Entailment technology and displays the degree of emergency and advice for treatment according to the relevant scenario in the symptom table (108 patterns) of the Japanese Association for Acute Medicine.
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         Fig. 6 Outline of Saitama Prefectural AI Emergency Consultations.
        

     


    


    (3) Effects of introduction

    

    The prefectural residents appreciated the system by saying “easier to use than telephone”, “very useful”, “consultation according to symptoms alleviated the insecurity” and so on.

    


    (4) Future development

    

    Proposals are being made for voice input and foreign language compatibility to enhance the service. Efforts are being made to improve the convenience of prefectural emergency consultation and to reduce the burdens on emergency consultation staff as well as on emergency medicine sites by promoting optimum hospital visits.


    


  


  
    5. Conclusion


    In the above, the authors outlined the auto response solution and introduced actual cases of its use. It will be a matter of course that AI will provide answers to frequently asked questions and replace humans in routine operations. NEC is capable of auto response based on voice recognition and multi-language translations in addition to holding text chats, and the usage scenarios are currently expanding. NEC is also developing solutions making use of AI technology for efficiency improvements in automation of the preparation and maintenance of data.


  


  
    * “LINE” is a trademark or registered trademark of LINE Corporation.

    * Microsoft is a registered trademark or a trademark of Microsoft Corporation in the U.S. and other countries.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    In today’s digital world where globalization and rapidly evolving technology have created a tumultuous and unpredictable business environment, many enterprises are struggling to keep their footing in the face of upstart competitors, shifting industry boundaries, and shrinking talent pools. Under such conditions, workforce management can no longer be taken for granted. Hiring, firing, scheduling, performance assessments, and day-to-day operations need to be optimized to ensure that enterprises function at their best and that their employees are happy and productive. In Japan, a tightening labor market makes the situation particularly acute. Finding and keeping the right talent for the right positions is a growing challenge and companies must compete with one another to attract the best employees. This makes it imperative that businesses provide environments and systems that will allow staff to concentrate on creating new value and generating new business opportunities. At NEC, we have developed a new solution that exploits the astonishing advances in AI technology to take over many of the daily routine tasks and labor-intensive operations. In consequence, white-collar workers are called upon to perform, leaving them free to focus on decision-making and new value creation. In this paper, we will examine this technology in detail and highlight several test cases that demonstrate its effectiveness.
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    1. Introduction


    In today’s business environment, nothing is certain. Disruptive technologies abound, upstart businesses appear out of nowhere, and boundaries between industries dissolve as digitization breaks down traditional categories and exposes local companies to global competition. This fiercely competitive new world puts human resources at a premium just as the talent pool is shrinking. To make the most of their workforce and maximize productivity, enterprises are increasingly turning to automation and AI to support a working environment that allows precious human resources to focus on the creation of new values and new business opportunities.


    In the consumer field, increasingly sophisticated and individually targeted services are being offered that rely on recommendation algorithms, smart speakers that capture user interactions, and purchase histories in digital space. In the business field, employees find themselves facing an ever more complex and challenging environment where they must be able to determine which system is to be used in a particular situation and — given the siloed and complicated structure of modern business systems — how to use it in the first place. Although the efficiency of routine tasks is steadily being improved thanks to tools like robotic process automation(RPA), human workers must still execute non-routine tasks which require judgment and i nsight. Moreover, finding the right person for the job — in-house co-creation activity, for example — can be a time-consuming proposition.


    To address these issues, NEC has developed the AI for Work Shift Support solution. Maintaining a company’s human resource data (specialties, business experience, expertise, etc.), and presenting management with an accurate visualization, AI for Work Shift Support goes beyond mere automation of routine tasks. It also helps improve the efficiency of non-routine tasks with chatbots and other software that can enhance and support human judgment. Verification of this system is now underway in a number of test cases. In this paper, we will explain the basic concept of the system, describe its functions, and discuss verification cases.


  


  
    2. What Is the AI for Work Shift Support Solution?


    2.1 Concept


    The AI for Work Shift Support solution takes an employee-centered approach focused on increasing employee engagement and enhancing business value by breaking down time spent at work into two main categories: “value creation” — something that solves customers’ issues and creates value, and “task” — something that does not create value but is definitely necessary. Once the work has been broken down into these categories, AI takes care of the activities (“tasks”) required for decision making, while humans focus on business value creation (“value creation”) (Fig. 1).


    
      [image: 190112_01.jpg]

      
        Fig. 1 Concept of the AI for Work Shift Support solution.
      

    


    2.2 Issues the solution focuses on


    The AI for Work Shift Support solution focuses on the two main types of issues that crop up in the day to day work of white-collar workers.


    (1) Issues that commonly occur when an in-house system is used


    


    	In-house IT environment is so complex that it is almost impossible to understand how to use it.

    	Details of each business activity need to be entered in every system.

    	Employees need to have some understanding of the processing methods used by the system.




    ->Many “tasks” are generated by the in-house IT environment.


    


    (2) Issues related to finding key people and knowledge


    


    	Finding the right person to facilitate internal collaboration can take time or may even be impossible.

    	Similar operations are done at other divisions. Employees in different departments don’t know each other.

    	Knowledge is individual-dependent and susceptible to deterioration due to retirement and relocation.

    	Even when a “Know-Who” database is set up, it is often not properly maintained.




    ->It takes too much time until co-creation is launched.

    


    To solve these issues, we have developed AI that performs “tasks” on a substitution basis and AI that accelerates co-creation.


    2.3 Functions


    (1) AI “task” substitution


    

    This AI addresses the issue of too many “tasks” being generated by the in-house IT environment. Serving as a hub that connects complicated intracompany systems, it substitutes for other systems based upon the data registered in specific systems while prompting employees to take action via chatting. Below are a few possi ble scenarios where it can be useful.


  
    	When a sales rep makes an entry in a sales activity report after visiting a client, the AI prompts them to reimburse transportation expenses (Fig. 2).

    	The origin, destination, and closest stations are automatically retrieved from the records of past exchanges, as well as sa les activity reports and schedulers. The AI prompts the sales rep to check if the route is correct (Fig. 2).

    	Because the AI understands what “going straight home” means, that entry is replaced with, for example, the Nishi-Nippori Station, which is the closest station to this employee’s home. Then the AI shows the route (Fig. 3).

    	Finally, when the employee confirms the reimbursement, the AI launches a separate system and performs the transportation expense reimbursement process. When the procedure is finished, the AI notifies the employee.

  


    
      [image: 190112_02.jpg]

      
        Fig. 2 Presentation of transportation routes by accessing data from sales activity reports and other systems.
      

    


    
      [image: 190112_03.jpg]

      
        Fig. 3 Confirmation based on the personalized information.
      

    


    The AI performs the transportation expense reimbursement based on data accessed from other systems. All the employee has to do is press the “Yes” button as required.


    


    (2) AI that accelerates co-creation


    

    Finding the right person for a co-creation project can be time-consuming and difficult. AI speeds up the process by sorting through employee data to find the employees best suited in terms of experience, specialty, and compatibility. As and when required, it can accurately propose potential candidate employees.


    In this example, the AI immediately proposes candidates for key person in response to the question, “Let me know who is well versed in sweet potato power generation” (Fig. 4).


    
      [image: 190112_04.jpg]

      
        Fig. 4 Key person proposal example by AI.
      

    


    


    2.4 System configuration and adopted technology


    (1) AI “task” substitution


    

    This solution is mainly composed of the following five modules (Fig. 5).


    
      [image: 190112_05.jpg]

      
        Fig. 5 System configuration (AI business activity substitution).
      

    


  
    	Chat module: Users enter questions with a smartphone or PC and receive responses from the AI.

    	Chat content comprehension/business activity identification module: The AI uses morphological analysis and textual entailment recognition to understand the content entered by the user such as transportation expense reimbursement or reservation for a meeting room. Morphological analysis divides the entered text into words and information such as surface case, original form, and part of speech. Textual entailment recognition judges whether the meaning of one text fragment can be inferred from the other.

    	Extraction module: Performs morphological analysis and textual entailment recognition on the user’s response and extr acts their entries from other systems.

    	Personalization module: Stores the answer entry obtained in the extraction module as individual setting values for the user.

    	Business activity substitute module: Converts the answer entry into arguments and then into scripts to execute the corresponding business activities.

  


    NEC’s Automatic Response Solution chatbot is used in the chat module, chat content comprehension/business activity identifying module, and extraction module. A customized program is developed each time for the personalization module. An application programming interface (API) or robotic process automation
(RPA) is used in the business activity substitution module.


    


    (2) AI that accelerates co-creation


    

    This solution is composed of the fol lowing three modules (Fig. 6).


    
      [image: 190112_06.jpg]

      
        Fig. 6 System configuration (AI that accelerates co-creation).
      

    


  
    	Business activity log collection module: Automatically logs when humans perform business activities and stores data with the time and user IDs.

    	Individual-specific word extraction module: Extracts words strongly related to the individual characteristics of each user (individual-specific words) together with their relationship scores based on the business activity logs.

    	Chat module: Users enter questions with a smartphone and PC and receive responses from the solution.

  


    PC operation logs and scheduler data from NEC’s telework solution, the Work Style Visualization Service, is used in the business activity log collection module. MeCab, an open-source morphological analysis engine, is used in the individual-specific word extraction module, while a customiz ed program is developed on-the-fly to calculate individual specificities for that module. The chat module uses chatbots.

    


    2.5 Features


    (1) AI “task” substitution


    

    This AI works in conjunction with other systems while converting ambiguous, atypical natural language (text, voice, etc.) input through the chat and smart speaker into input parameters for business activity content and systems according to user requirements. In so doing, it reduces pressure on the user as there is no longer any need for them to know which processing method needs to be used or to register the same content in multiple systems.


    


    (2) AI that accelerates co-creation


    

    This AI automatically quantifies and maintains the relationship between the person searching on the in-house “Know-Who” database and the keywords they are using. While many systems of this type exist, they typically require employees themselves or the administrator to enter the profile information. Our solution creates profiles on its own by performing language analysis on operation logs and collecting and analyzing the relationship between keywords and the individual employee. This ensures that the profile data is always up to the minute and lowers maintenance costs, as well.


    



  


  
    3. In-House Verification


    We verified this solution with the participation of NEC’s employees. The methods we used and the results obtained are discussed below.


    3.1 Verification of the effectiveness of AI “task” substitution


    Case:


    

    Based on data entered in the schedulers, the AI notifies employees via chat to claim reimbursement for transportation expenses and executes the necessary processing on the transportation expense reimbursement system based on the employee’s confirmation.


    


    Verification targets and details:


    

    
    	We measured the operation time of the system and compared it with conventional operation time (30 people selected from 3 divisions).

    	We conducted a questionnaire regarding the required time to reimburse transportation expenses before this solution was introduced (281 people from 3 divisions).

    


    


    Results:


    
    
    	Transportation expense reimbursement time was reduced to 1/3 that of the previous method (324 -> 108 sec.)

    	Transportation expense reimbursement was made 2.5 times per month on average according to this questionnaire.

    	A separately conducted questionnaire informed us that it took employees 63 minutes on average to understand how to use this system (excluding inquiry time at the help desk if there was one).

    


    Based on this, we found that the total annual time reduced per employee was 3 hours.


    


    Calculation formula:


    
    {(324 – 108)/60/60 hours × 2.5 times × 12 months} + 63 minutes ≈ 3 hours

    


    3.2 Verification of the effectiveness of the AI that accelerates co-creation


    (1) Verification of time savings when searching for a key person


    Verification targets and details:


    

    
    	We conducted a questionnaire regarding the number of times the employees spent searching for a key person using the conventional method and how long it took (281 people from 3 divisions).

    

    


    Results:


    
    
    	The average number of times employees searched for a key person was 5.4 every 3 months.

    	The average time until they found a key person or gave up was 39.3 minutes.

    


    Based on this, we found that employees spent an average of 14 hours/year searching for a key person. Since this solution identifies a key person immediately, we found that effective time savings per person was 14 hours/year.

    


    Calculation formula:


    
    5.4 cases/3 months × 4 × 39. minutes = 855.36 minuets ≈ 14 hours

    


    (2) Verification of whether the appropriate key person was found or not


    Verification details and data:


    
    
    	We calculated the ratio of matching the key person to specific words (Table 1).

    


    
    
      Table 1 Data used in the verification
    

      [image: 190112_07.jpg]
    


    


    Results:


    

    
    	High relevance factors* (Table 2) were achieved. We confirmed that this solution could be utilized by converting the in-house data (PC operation logs, scheduler data, etc.) into data (key person data) needed by the employees on a daily basis.

    	The reason the relevance factor of “ ‘Xxx xxx’ meeting” was low is that people irrelevant to this meeting were also selected because “Xxx xxx” was a combination of common nouns.

    


    
    
      Table 2 Relevance factors
    

      [image: 190112_08.jpg]
    


    



  


  
    * Calculated by extracting 10 employees ranked at the top in the degree of involvement with specific words to judge if they are the key people and using the formula: “Number of key people among the extracted 10 employees ÷ Number of extracted people.”

  



  
    4. Potential Applications for this Solution


    4.1 AI “task” substitution


    In addition to the verified cases discussed above, this solution can be expected to impact a wide range of applications.


   
    	At-a-glance access to data on the attendance and absence of employees based on entrance/exit information and daily reports, confirmation of data via chat, and automatic entry of data in the attendance/absence system

    	At-a-glance access to task status reports based on data from schedulers, etc., confirmation of data via chat, and automatic entry of data in the process input management system

    	Coordination and scheduling of meetings via chat using information like sales activity reports

    	Confirmation of assurance for inventory for required products via chat using the information like sales activity reports and places provisional orders

   


    4.2 AI that accelerates co-creation


    Employee profile data such as specialties, expertise, and so on can be applied in the following situations.


   
    	When the management is considering launching or reviewing systems or operations, this AI can optimize setup while eliminating redundancy and shortage of skills.

    	Displaying profiles of each employee can help just-relocated employee determine which employees can provide support or possible friendship.

   


  


  
    5. Conclusion


    NEC’s AI for Work Shift Support solution provides businesses with an effective means to transform their workplace into one that is more efficient, more productive, and more creative. In-house verification studies have demonstrated that this system can dramatically reduce the time employees spend sorting, entering, and manipulating data across a broad range of daily tasks.


    As demand for skilled, flexible human resources increase, forward-looking enterprises are expected to build a smart, human-friendly environment in order to free up employees to focus on activities that create new values and new business opportunities. By leveraging the AI technologies to manage and streamline the huge amounts of buried data that companies collect, NEC is committed to leading the way in planning and developing solutions that will provide enterprises with the tools they need to succeed and grow in today’s evolving business environment.
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    Abstract


    NEC has since 1951 been accumulating an abundant business experience with energy utility companies. Based on this experience, we have developed various energy management projects aimed at achieving an efficient and sustainable society. As one of these projects, we have developed and started providing an “NEC Cloud Service for Energy Resource Aggregation” (hereinafter referred to as the RA Cloud Service,) which is an energy management service employing AI technology. In 2016, the Ministry of Economy, Trade and Industry publicly offered the “Virtual Power Plant (VPP) Construction Demonstration Project”. The RA Cloud Service is targeting companies that participate in this project in order to make VPP a practical business solution of the future.


    RA Cloud Service supports the customers in enabling the best use of AI technologies to control and optimize the energy facilities owned by the consumer side in order to meet the Demand Response (DR) scheme.
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    1. Introduction


    Recently in Japan, electricity is traded via the electricity market. The whol esale electricity market was launched to trade electricity (kWh value) and to complement the planned electricity generation amount. On top of the wholesale electricity market, another two markets will be launched in the near future; these are the capacity market and the balancing market. The capacity market trades the power supply capability (kW value) that is required nationwide, and the balancing market trades the balancing capacity (ΔkW value +kWh value) that is required to provide a supply and demand balance capability. It will also maintain the electric power system frequency (Hz). This balancing market will adopt a very important role in promoting renewable energy, which is an unstable power generation source at present, to become the main electricity power source of the future society.


    The balancing market is scheduled to be launched by the year 2021. Once the market is launched, the balancing capacity, which is currently procured at the individual area level, will be procured nationwide via the balancing market (Fig. 1).


    
      [image: 190113_01.jpg]

      
        Fig. 1 Outline of balancing market.
      

    


    In the future, conventional companies and new entrants that have new energy facilities may join the balancing market, and the market will become more active. This will have the result that the balancing capacity can be procured and operated with a more reasonable price.


  


  
    2. RA Cloud Service Initiated by Customer Requests


    NEC participates in the “Virtual Power Plant (VPP) Construction Demonstration Project that Utilizes Demand-Side Energy Resources (VPP Aggregator Project)” for which a public offering has been made by the Ministry of Economy, Trade and Industry since FY 2016 (Fig. 2). This project started to create a supply-demand balancing capacity by utilizing the innovative energy management technologies that enable remote energy resource aggregations. These include storage battery generated supply at the consumer energy demand side such as for enterprises, homes, etc., and also the utilization of their power generation facilities. The project aims to demonstrate the electricity supply-demand adjustment capability by using the demand side’s energy resources, making it function as if it were a single power station. As shown in Fig. 2, a resource aggregator (RA company) is an energy company that aggregates the energy demand-side electricity by concluding service contracts directly with suppliers. Therefore, the energy company will be a core company in the demonstration project. Aggregation coordinator (AC company) is in charge of trading electricity among the General Electricity Transmission and Distribution Utilities and Electricity Retailers while the RA company aggregates the electricity volume to be traded.
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        Fig. 2 VPP construction demonstration project.
      

    


    During the promotion of this construction demonstration project, NEC has received a great number of requests from RA companies. They requested to be provided services to aggregate the demand side electricity supply and create balanced capacity. Therefore, from November 2019, we will start to provide the NEC Cloud Service for Energy Resource Aggregation (RA Cloud Service). This is an energy service for utilizing the AI technology based on the systems that we have previously constructed for demonstration projects.


  


  
    3. Service Providing Mechanism and Advantages of Cloud Computing Service


    With the RA Cloud Service, the energy resources to be controlled are first of all registered to cloud computing and then a variety of information can be provided via the energy facility control systems owned by the RA companies. Based on this information, the optimum control commands for different energy resources can be determined via the cloud computing in order to create a balancing capacity (Fig. 3). Another feature of our service is to achieve accurate balancing capacity creation by employing AI technology to control energy resources with high precision.


    
      [image: 190113_03.jpg]

      
        Fig. 3 Means of providing RA Cloud Service.
      

    


    Requirement specifications for RA companies will be updated according to the progress of the institutional design of the balancing market, which is examined by the Organization Promoting Wide-Area Operations for electricity. The RA Cloud Service is continuously updated according to these requirements, therefore, RA companies may always access the latest RA Cloud Services by leveraging NEC’s AI technologies.


  


  
    4. Available Functions of the RA Cloud Service


    This section describes the functions provided by the RA Cloud Service. The main functions of the service are:(1) linkage with external systems, (2) management of energy resources and (3) resource aggregation by leveraging AI technologies.


    4.1 Linkage with external systems


    For RA companies to start trading in the balancing market they must link with the system installed by the AC companies that are in charge of dealing in electricity trading with the General transmission/distribution company. Fig. 4 shows the linkage between the RA Cloud Service and an external AC system installed by an AC company. The protocol for the linkage corresponds to OpenADR, which is compliant with the Cybersecurity Guidelines for Energy Resource Aggregation Business. Different types of information are available depending on the linked AC company. The RA Cloud Service prepares information as shown in Fig. 4 for the RA companies to transmit and receive.
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        Fig. 4 External server linkage function.
      

    


    4.2 Energy resource management function


    With the RA Cloud Service, the energy resource information managed by the RA companies can be registered to the server in the cloud computing via the management screen. Fig. 5 shows the resource registration information. By registering each resource by inputting items displayed on the administrator’s screen, the status management control and the controlled results management may be performed.


    
      [image: 190113_05.jpg]

      
        Fig. 5 Resource information to be registered to the cloud computing.
      

    


    Moreover, with this service, resource installation information can be registered. This makes it possible to manage resources per area so that linkages with multiple AC companies nationwide becomes possible.


    4.3 The RA functions leveraging AI technology


    By collecting various data from registered energy resources and examining their properties and their operation conditions, etc., RA functions control the energy resources according to the DR commands that the AC companies issue.


    4.3.1 Understanding the resource status (data collecting)


    In order to create a higher quality balancing capacity, it is necessary to understand the resource status precisely and quickly. To achieve this, information about the energy facility setting values and conditions, input/output electricity, and electricity demand should be acquired (Fig.6). Based on this information, the baseline and energy resource controllable amounts are calculated. The baseline is the predicted electricity demand amount when no control is given to the energy resource This is calculated beforehand based on the collected demand information.
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        Fig. 6 Resource information collected from the energy facility management system.
      

    


    4.3.2 Demand prediction and controllable amount calculations with AI technology


    The Demand Response (DR) indicates how much of the demand is to be increased or decreased from the baseline. Fig. 7 illustrates the resource control results. It is important to remember that there is some gap in the demand amount between the moment the resource control command is performed and the actual demand amount. Moreover, the control of exactly what DR indicates is not always performed and it varies depending on the properties and conditions of the resources. Therefore, in order to carry out the control as precisely as the DR command i ntends, it is necessary to give some allowance to the resource control to absorb errors.
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        Fig. 7 Illustration of resource control.
      

    


    AI technologies employed in the RA Cloud Service estimate the baseline prediction precision capability by studying the past control results. Based on the study results, it requests an appropriate corrective control amount for individual resources in order to complement the difference between the baseline and the actual demand and the control error derived from the resource property. Consequently, a more precise control can be achieved.


    Besides such measures, an even more highly precise control will be achieved by adding information about the weather and other events that may impact electricity demand.


    4.3.3 Control indication function


    Fig. 8 shows the control indication function. The control indication function manages the DR command sent by an AC company. It matches the DR command items and resource status and the controllable amounts that are calculated beforehand and then it distributes the optimal command values to individual resources. At this time, the RA Cloud Service adds the adjustment amounts to complement the control errors that are explained in Section 4.3.2.
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        Fig. 8 RA Cloud Service control command function.
      

    


    



  


  
    5. Conclusion


    The RA Cloud Service introduced in the present paper will contribute to achieving a highly precise balance capacity prediction by implementing various RA functions such as demand prediction, controllable amount calculation and control commands. It will achieve this by leveraging our proven AI technologies and accumulated expertise. Into the future, NEC will optimally use the advantages of our cloud computing services and will introduce more state-of-the-art AI technologies. We aim thereby to provide highly precise services for all of our customers. The technology to examine and control energy resources being spread over many places will be used for markets other than the energy markets. By exploiting such technologies, NEC will provide social value in various fields such as for those of energy, infrastructure and resource reuse.
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    Abstract


    The growth in hospitalization periods is raising concern with regard to increased social security expenses. Delays in hospital discharge of patients are mainly caused by two issues. These are the extra treatment required due to changes in the condition of inpatients and also by the delay of hospital discharge scheduling due to inefficient office procedures. This paper introduces efforts being made regarding agitation and aspiration pneumonia issues. These are the main factors causing delays due to the need for extra treatments. NEC Corporation has developed an AI technology that detects agitation and aspiration pneumonia based on the learning of electronic medical records and vital signs. The use of AI technology in this topic, which has been considered as being difficult to detect before it actually occurs, enables advance intervention by medical personnel and also supports the prospect of earlier patient discharge.
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    1. Introduction


    The increase in social security costs due to the aging population is an important issue for Japan. The Ministry of Health, Labour and Welfare is tackling the hospitalization charges as a measure for optimizing the social security expenses. One of the means for hospitalization charge optimization is to avoid delays in the hospital discharge of patients and one of the factors causing the hospital discharge delays is the onset of complications during hospitalization. A typical example of a disease that extends the hospitalization period is cerebral stroke and it has been reported that agitation and aspiration pneumonia are the complications occurring most often among the stroke patients. Past electronic medical record data also shows that delays caused by agitation extends hospitalization by about 19 days and delays caused by aspiration pneumonia extends it by about 14 days compared to the average hospitalization period. (Data of the Ki tahara International Hospital being ranked the 4th in the neurosurgical treatment achievements in Tokyo in 2019). NEC has conducted joint research with the Kitahara Group, aiming at avoiding complications by detecting the signs of patient condition changes that would lead to the prediction of agitation or aspiration pneumonia, so that proper measures can be taken.


    In order to detect agitation and aspiration pneumonia, conditions that have previously been difficult to detect in advance, NEC has developed an AI technology that performs learning based on electronic medical records and vital signs. This AI technology makes possible advance intervention by medical personnel and also presents the prospect of earlier patient discharge. The rest of this paper will introduce details of this technology.


  


  
    2. Detection of Agitation Signs


    2.1 Agitation sign detection technology


    This section describes the agitation sign detection technology that forms a part of the condition change signs detection technology.


    Agitation refers to disorders (hallucination, delusion, emotional instability, disarray) that tend to occur among inpatients accompanying delirium, etc. When agitation occurs in a patient hospitalized for an acute disease, the risks of treatment delays due to self-removal of drip infusion or oxygen cannula and injuries caused by falling from the bed or tripping over while walking will increase as shown in Fig. 1.


     
        [image: 190114_01.jpg]
        
         Fig. 1 Examples of agitation and problematic behaviors.
        

     


    The analyses of medical records at the Kitahara International Hospital have shown that agitation is observed among about 34% of inpatients. The discharges of patients with agitation were delayed by about 19 days compared to other patients. A verification conducted with a small amount of offline data acquired at the Kitahara International Hospital (data of about 140 hours of 9 inpatients) showed that the changes of the heartbeats and body temperatures with time were correlated with the agitation. As shown in Fig. 2, the time-series data of the heartbeats (peak intervals of the photoplethysmographic waveform) and skin temperature are collected as the explanatory variables. Subsequently, the agitation identification model is generated based on the feature quantities calculated from the time-series data mentioned above. The agitation data that is the possible and negative instance data is generated from the video data. The agitation is predicted according to the time-series data of heartbeats and skin temperature as well as from the agitation Identification model (Fig. 3).
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         Fig. 2 Data flow in learning.
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         Fig. 3 Data flow in prediction.
        

     


    2.2 Evaluation


    The agitation sign detection technology was evaluated at the Kitahara International Hospital by building a large-scale data collection experiment environment shown in Fig. 4 inside the hospital.
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         Fig. 4 Large-scale data collection experiment environment for agitation sign detection.
        

     


    Data from a total of 318 nights was collected from July 2018 to February 2019. The data was cleansed and divided into three for evaluation. The evaluation results are shown in Table 1. The advance detection rate of agitation was 78%. Although the detection error rate was about 1/4, it has been confirmed by hearing the opinions of nurses that for them this result was acceptable.


    
     
      Table 1 Agitation prediction results
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    As the results above showed that the agitation signs detection in the neurosurgical department can offer a detection accuracy acceptable by medical personnel, a real-time agitation sign detection demonstration experiment environment was developed. In this environment, when the vital signs (heartbeats, etc.) of a patient are acquired, the patient data is saved for analysis at a terminal. If the patient data is identified to present a risk of agitation, an alert is displayed on the terminal.


    In future, the value indices of detecting agitation signs in real time and alerting the medical personnel (the effects of reducing the burden on medical personnel, reduction of the risk of incidents with patients, and of enabling early discharges) will be evaluated.


  


  
    3. Prediction of Aspiration Pneumonia Risks


    3.1 Aspiration pneumonia risk prediction technology


    This section describes the aspiration pneumonia risk prediction technology that is a part of the condition change signs detection technology.


    As described above, aspiration pneumonia most often occurs as a complication of brain stroke patients. Particularly with aged persons, the degradation of the swallowing function increases the risk further1). An aspiration pneumonia risk prediction model was compiled from 8,000 items of patient data obtained from inpatients in the past five years at the Kitahara International Hospital. The data used in the prediction model is based on information including patient condition and the positive and negative instance data are classified by whether or not the antibiotics used for treatment of aspiration pneumonia at the Kitahara International Hospital is administered. One of the issues in compilation of the prediction model was the tendency to overlook caused by non-uniformity of the data, so a training technique for reducing overlooking was introduced2). Fig. 5 depicts the learners in the prediction model.
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         Fig. 5 Learners of the prediction model.
        

     


    To evaluate the prediction model, the algorithms of the learners were compared. The performance evaluation results of the prediction model were as shown in Table 2, which indicates that the prediction model prototyped for the present experiment achieves a higher sensitivity as well as AUC (Area Under the Curve) compared to the general model (logistic regression) while their specificities are identical. It is thought that, to prevent overlooking the presence of aspi ration pneumonia, high sensitivity and AUC are important when the specificity is the same. Therefore, it was decided to use the prototyped prediction model in the demonstration experiment.


    
     
      Table 2 Performance evaluation of prediction model
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    3.2 Aspiration pneumonia risk prediction


    The aspiration pneumonia risk prediction demonstration experiment at the Kitahara International Hospital was conducted over a three month period from August to October 2018. The outline of this demonstration experiment is shown in Fig. 6. The AI technology predicting the risk outputs the aspiration pneumonia risk prediction results in the early period after hospitalization (the fourth day after hospitalization in the present experiment). The medical staff then applied the preventive care for one week according to the output results. The preventive care includes the bed angle increase, breathing and abdominal pressure exercises and the evaluated item was the number of patients showing aspiratory pneumonia within one week starting from the fifth day after hospitalization.
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         Fig. 6 Outline of demonstration experiment of aspiration pneumonia risk prediction.
        

     


    Table 3 shows the comparison of patients showing aspiration pneumonia in the week starting from the fifth day after hospitalization between the times before and after the demonstration experiment. The number of aspiration pneumonia patients in the three months before the demonstration experiment was seven while those within the experiment period numbered 0. Although the effects were confirmed in the demonstration experiment, NEC still considers that the number of subjects was insufficient from a statistical viewpoint. In the future, the number of test subjects will be increased in order to improve the evaluation accuracy. It is also planned to verify the effects of early hospital discharges.


    
     
      Table 3 Comparison of patients presenting aspiration pneumonia
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    4. Conclusion


    In the above, the authors introduced the AI technology that performs learning based on electronic medical records and vital signs in order to detect agitation and aspiration pneumonia, conditions that have previously been difficult to predict before they occur. The authors have the prospect that the use of this AI technology will enable intervention by medical personnel before the onset of issues and that this would lead to early hospital discharge. In the future, it is planned to advance demonstration experiments aiming at improvements in prediction accuracy and real-time detection.


  


  
    * Wi-Fi is a registered trademark of Wi-Fi Alliance.

    * Bluetooth is a trademark owned by the Bluetooth SIG, Inc., and is used by NEC Corporation under license.

    * All other company and product names mentioned are trademarks and/or registered trademarks of their respective owners.

  


  
    References

    
      1) Shinji Teramoto, Yoshinosuke Fukuchi, Hidetada Sasaki, Koichi Sato, Kiyohisa Sekizawa, and Takeshi Matsuse: High incidence of aspiration pneumonia in
community- and hospital-acquired pneumonia in hospitalized patients: a multicenter, prospective study in Japan, Journal of the American Geriatrics Society, vol.56, Issue 3, pp.577-579, February 2008

    


    
      2) Leo Breiman: Bagging predictors, Machine Learning, vol.24, Issue .2, pp.123-140, August 1996
    


  



  
    Authors’ Profiles


    
      HAYASHITANIMasahiro
    


    
      Senior Researcher

      Data Science Research Laboratories

    


    
      OHNOYuji
    


    
      Senior Researcher

      Data Science Research Laboratories

    


    
      KUBOMasahiro
    


    
      Principal Researcher

      Data Science Research Laboratories

    


  


  
    
      Special Issue on AI and Social Value Creation
    

 
    
     AI-Enhanced Services/Solutions to Accelerate Digital Transformation
    

  


  Effective Data-Based Approaches to Disease Prevention/Healthcare Domains


  
    TANAKAHirofumi, TAJIRIToshikazu
  


  
    Abstract


    The low birthrate and the increase in population ageing in Japan continues to accelerate into the future and the national medical costs are expected to grow to 66.7 trillion yen by 2040. As the increase in medical expenses and the decrease in the working generations are becoming social issues, an awareness of disease prevention and healthcare management are becoming more and more important. This paper introduces the effective, scientific approach of NEC Corporation in challenging the issue of prevention/healthcare management. It is based on the analyses of previously collected data using AI, instead of blindly adopting random measures. The procedure described below attempts to identify the causal relationship between lifestyles and laboratory values by combining the traditional statistical techniques and AI (heterogeneous mixture learning).
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    1. Introduction


    Japan has recently become a super-aged society with a rate of 27.7% of the domestic aging population (2017). This trend is expected to increase further and it is believed that 33.3%, or one third, of the Japanese population will be aged 65 or over in 2036. The national medical costs are also expected to increase from 39.2 trillion yen in FY2018 by about 170% and to reach 66.7 trillion yen by FY2040. In particular, the lifestyle-related diseases occupied a 30% share of the total medical expenses and a 60% share of the causes of mortal ity as of FY2004. This trend is still one of the biggest factors causing an increase in the medical costs. As such diseases are hard to cure completely, their prevention and healthcare management are regarded as being especially important.


    Since FY2015 the Japanese Ministry of Health, Labor and Welfare have requested the establishment and enforcement of “Data Health Projects” to all of the health insurance societies. The ministry says that their goal is to take a scientific approach based on data usage, so as to improve the effectiveness of each project, thereby eventually leading to a reduction in medical expenses. This procedure would contrast favorably with the policy of blindly performing enforcement of any suggested healthcare project.


    Below we introduce cases of data-based approaches for improving the effectiveness of healthcare projects by learning from trends in previously obtained medical checkup data by using an NEC-unique AI technology.


  


  
    2. Preventive Approach Using Medical Checkup Data


    NEC Solution Innovators, Ltd. are challenging the prediction of future medical checkup results by analyzing the stored medical checkup data as big data as shown in Fig. 1.
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        Fig. 1 Outline of future medical checkup result prediction.
      

    


    2.1 Objectives of health prediction


    Integrated analysis of lifestyles and laboratory values of the health check data make it possible to predict the outcome of a person’s future health condition by simulating his/her lifestyle if their present lifestyle is continued or if he/she changes and improves their lifestyle. The objective of this prediction is to promote changes in personal behavior and to make proposals that are expected to bring about greatly improved results.


    2.2 Prediction technology


    Prediction analysis employs NEC’s unique heteroge - neous mixture learning technology, which automatically discovers highly accurate regularities from a large variety of data and outputs optimum predictions matching the situations based on these regularities. The analysis is also able to show the reasons for the predictions obtained.


    2.3 White-box AI


    Recently, the use of AI is focused on achieving “accountability”. In a case where an AI judgment result itself affects a life, there would be various concerns. If the reasons for the judgment are unclear these might include conviction and fairness issues. The principles of the fairness and ethics of AI use are being compiled in Japan and in Europe. The draft AI principle plan elaborated by the Japanese government in December 2018 mentions the “accountability of the decision process for the enterprises making use of AI”, as well as the safeguards provided by private information and security.


    Private enterprises are required to achieve “fairness”, “accountability” and “transparency” in their use of AI. In the prediction of future medical checkup results with the aim of disease prevention, it is an important matter to assess the validity of predictions by confirming the aims.


  


  
    3. Estimation of the Effects of Lifestyle Improvements on Laboratory Values


    To achieve the objectives described in section 2.1, a prediction should be performed based on the knowledge of how much a change in lifestyle would affect the laboratory values (hereinafter referred to as the causal effects).


    This section is intended to estimate the causal effects influencing exercise habit changes on body weight.


    The verifications are performed using the medical checkup data of Kurashiki Central Hospital from FY2011 to FY2017 (total 297,409 checkups of 85,991 samples).


    Whether or not each sample includes the exercise habit is determined according to the interview item prescribed in the Questionnaire on Specific Health Checkup “Are you in the habit of doing exercise in order to sweat lightly for over 30 minutes at a time, twice weekly, for over a year? (answer to be chosen from Yes and No)”.


    3.1 Verification 1: Stratified comparison of body weight depending on the existence of an exercise habit


    Firstly, the samples receiving checkups in FY2017 (N = 29,436) were divided into the group answering “Exercise habit: Yes” (Group A, N = 7,392) and the group answering “Exercise habit: No” (Group B, N = 22,044). The average body weights of the two groups were then compared. The average body weight of Group A was 61.87 kg and that of Group B was 61.05 kg. Is it right then to estimate that, when the exercise habit is changed from No to Yes, the causal effect on the body weight effect is 0.82 kg, this being the difference between the average body weights of the two groups? The answer is no, this estimation is inappropriate because of the following two main problems.


    The first issue is the non-consideration of the influences of variables that have causal relationships with both the exercise habit and body weight (confounding variables). For example, with the “sex” variable, when men have a larger average body weight than women and tend to perform the exercise habit more frequently, the difference in the average body weight values may possibly include the effects of the difference in male/female ratios of the two groups, in addition to those of the exercise habit (Fig. 2). In fact, the male ratio of Group 1 was 0.590 while that of Group B was 0.449, suggesting that the sex is a confounding variable in this data.
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        Fig. 2 Confounding variables.
      

    


    The second problem is that the comparison target values do not indicate the causal effects related to changes “inside” the samples. As described above, the verification divides the samples into two groups according to the differences in their exercise habit over a fiscal year. As a result, the difference between the average body weights of the two groups is merely “the difference in the average body weight of groups with and without the exercise habit”. This does not mean “the change in the body weight of a sample after acquiring the exercise habit that did not previously have the exercise habit”. This is not the data that the verification intended to collect.


    3.2 Verification 2: Comparison considering confounding variables and individual changes


    Next is the verification for solving the problems described in section 3.1. This is specifically performed with the following procedure.


 
    (1) The verification uses the checkup data of two consecutive years instead of the data of a single year. Assuming that the propensity of causal effects
does not differ between years, all of the data of two consecutive years selected arbitrarily are extracted from the total datasets of N1 x 7 years. The obtained data set becomes the N2 x 2 years (t=1, 2) dataset.

 


 
    (2) From the dataset obtained in (1), only the “Exercise habit: No” samples of t=1 are extracted.

 


 
    (3) The group of samples extracted in (2) are divided into the group that continued to exercise in t=2 (the case study group) and the group that did not (the control group). However, in this two-group division, it would not be possible to obtain optimum estimates if the samples are divided based only on whether the data in t=2 is “Exercise habit = Yes”. This is because it is unknown at which points in the two years the exercise habit was performed and for how long it was continued. This issue is dealt with by adopting the answers to the questionnaire item “Do you want to improve your lifestyle of eating and exercising?” (The answer to be chosen from five options including: ‘Don’t want’, ‘Do want (within 6 months)’, ‘Do want (in near future)’. ‘Already trying (less than 6 months)’ and ‘Already trying (over 6 months)’). Hereinafter this question will be called the lifestyles improvement situation. Specifically, only those samples that answered “Exercise habit: Yes” and “Already trying (over 6 months)” in t=2 are grouped in the case study group and the other samples are grouped as the control group.

 


 
    (4) For the two groups divided in (3), the confounding variables between them are adjusted using propensity score matching1). The estimation is specifically performed based on the confounding variables of the probability that the treatment variable “Exercise habit” becomes “Yes” in t=2 (propensity score) and in the reaction variable (body weight). The confounding variables used here are “Age”, “Sex” and “Life habits” in t=1 (based on the standard questionnaire) and the “Lifestyles improvement situation”. The estimation model used is the logistic regression model. After the division, matchings of the samples having close estimated propensity scores in the two groups, are performed to generate the final two groups. The matching method is the differential nearest-neighbor matching and the level is the recommended value2) of 0.2.

 


 
    (5) For the two groups subjected to the matching in (4), the causal effect of the change in exercise habit on the body weight is estimated using the differences in the differences technique3). Specifically, the average body weight change of the control group in t=1 -> 2 is subtracted from the average body weight change of the case study group and the obtained difference is defined as the average causal effect (Fig. 3).
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        Fig. 3 Variance in differences technique.
      

    


 

    The first problem (absence of consideration of confounding variables) can be solved by adjusting the confounding variables by the propensity score matching in (4) (however, unobserved confounding variables are still not considered).


    The second problem (estimation of causal effects “inside” samples) can be solved by considerations between the two time points in (1). These are the appropriate extraction of the two groups in (2) to (4) and the considerations of both the difference between the two groups and that between the two time points using the difference in the differences technique in (5). N.B. However, this solution assumes that the change if the case group is not treated (counterfactual thinking, represented by dashed line in Fig. 3) is equivalent to the change of the control group.




    As a result of the verification based on the above procedure, the number of the dataset obtained by (1) had N=145,814, which became N=108,688 after the sample extraction in (2). These samples were further divided into the case group (N=3,047) and control group (N=105,641) in (3). After the propensity score matching in (4), the control group was reduced to N=3,047, which means that it has become a sample set with a propensity score distribution close to the case study group. For the propensity score estimation, the c-statistic (AUC) was 0.826 when the ROC curve representing the identification performance of the two groups. This value is larger than the desired value of 0.8.


    The body weight change estimated by practicing and continuing the exercise habit indicated by the difference of differences technique in (5) was -0.804 (Pr(>|t|) = 0.0649. This can be interpreted as indicating that an average body weight reduction of about 0.804 kg can be expected when a sample without the exercise habit continues this habit for over 6 months.


  


  
    4. Examples of future checkup data prediction models


    This section introduces the prediction models of one year after among the prediction models built by means of heterogeneous mixture learning using the data at the Kurashiki Central Hospital.


    The variable sets used in the models are determined based on the results of verifications in section 3 and by considering the confounding variables, etc. Among the set, the variables used in each model are selected automatically by heterogeneous mixture learning.


    4.1 Piecewise sparse linear model


    On this occasion, we have constructed a piecewise sparse linear model with an especially high interpretability, which is one of the features of the heterogeneous mixture learning. This model has a binary tree structure such as that the internal nodes have the conditional equations and the external nodes (leaf nodes) have the linear regression models. Which regression model is to be used in the prediction is decided per each sample by tracing the conditional equation from the root node to the leaf node.


    4.2 One-year later body weight prediction model


    The body weight prediction model built on this occasion has a structure that can be divided into three linear regression models according to the conditional equations. Each linear regression model has the coefficient to the body weight value of one time point before the prediction target value. Since these are the models for predicting cases in which the future lifestyles are fixed, the lifestyles at the moment of prediction are also contained in the regression models. This procedure is equivalent to the structural vector auto-regression (SVAR) model.


    This model uses a specific linear regression model with the samples that weighed more than 86.5 kg in the last checkup. The liner regression model indicates the result that the sample person who did not have the habit of “eating snacks after supper” at the time of the last checkup increased weight by 1.04 kg on a verage by comparing two scenarios. These were (1) when the person adapts the habit and begins “eating snacks after supper” and (2) when the person maintains the current habit. It also indicates the result in decreasing the weight by 0.89 kg in average of the person that did not have the habit of “walking quickly” at the time of the last checkup by comparing two scenarios; when the person improves the habit and continues “walking quickly” and when the person maintains the current habit. It is due to the heterogeneous mixture learning that makes it possible to learn such a highly interpretable model automatically. 


  


  
    5. Conclusion


    AI is expected to be utilized in various domains. Considering the estimation that the amount of human health-related information is likely to increase at an explosive pace, its applications are expected to perform highly in the disease prevention and healthcare domains.


    NEC has determined to advance R&D in these domains by implementing the combined analysis of a wide variety of data based on the technology developed via medical checkup data analysis. At the same time, we aim to expand the analysis range and to provide information with further diversify.
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    Abstract


    In a world where the boundary between the real and digital worlds is becoming increasingly fuzzy, effective marketing requires the development of richer and more powerful “consumer insight” that can be used to motivate and trigger consumer behavior. At NEC, we are pursuing transdisciplinary solutions to achieve consumer insight that draws from deeper layers of data which is essential for implementing today’s market strategies; a more comprehensive understanding of consumer moods, feelings, desires, and aspirations. This study focuses on a joint effort by NEC and Macromill to develop a sophisticated transdisciplinary suite of tools for gleaning consumer insights by combining NEC’s AI technology with the wide range of consumer data possessed by Macromill.

    


    
      Keywords


      insight marketing, co-creation, AI, NEC the WISE, Remote Gaze Detection technology, dotData, Customer Profile Estimation technology, consumer data, consumer insight

    

  


  
    1. Introduction


    Today, marketing’s modus operandi is in the process of being thoroughly overhauled. As the boundary between online and offline disappears, every business — from retailers to financial companies to manufacturers — is being forced to reassess its approach to marketing and how better to understand its customers. Propelled by E-commerce, marketing technology has advanced rapidly. Yet, attempts to derive consumer insight by drawing solely on digitally obtained data can lead to a massive misreading of what really drives the customer when the distinction between the digital and real worlds is no longer clear.


    The insight marketing services introduced in this paper leverage NEC’s AI technology to converge data to gain a deeper understanding of what motivates a particular customer and how best to trigger that customer to take a desired action. This kind of consumer insight is increasingly crucial in today’s turbulent and rapidly evolving markets.


    In Section 2 below, we describe how NEC thinks about insight marketing and what it should be able to achieve. In Section 3, we introduce the co-creation between NEC and our partner Macromill and outline what we hope to achieve. Section 4 goes into more detail about the business we have created, and Section 5 concludes with a look at future prospects.


  


  
    2. Insight Marketing Perceived by NEC


    Almost everybody today uses a mobile device. These devices free people from the restrictions of time and space, enabling them to do all kinds of things — communicating with friends, watching a video, listening to music, shopping, ordering a cab, and so on. The range of available services and channels is expanding exponentially, opening up a dizzying array of possibilities. And in this world of near limitless choice, it becomes ever more difficult to catch a consumer’s attention. Desperate to capture and retain customers, companies mine the data they have collected in an effort to glean insights that will give them the edge. Yet data analysis and application in marketing is still in its infancy.


    One of the things limiting effective application of marketing data is that companies tend only to use specific types of data in specific fields. Consumers do not necessarily purchase products only at certain retail chains, nor is shopping the only part of their lives that matters. Hence, if a business attempts to understand its customers by analyzing only the data it has collected itself, the understanding it gains will necessarily be severely limited.


    Another factor stymieing current efforts to utilize consumer data is the failure to dig beneath the superficial and awareness data. Purchase history may indeed be important, but it is often difficult to gain a deeper insight without understanding the hidden motivations behind each purchase.


    In order to gain true consumer insight, it is crucial to overcome these two limitations. A much broader range of data and a transdisciplinary analysis are key to achieving the deepest possible understanding of each individual — right down to the unconscious level. NEC is committed to using the power of AI to achieve this goal.


  


  
    3. Co-creation with Macromill


    To achieve true consumer insight, NEC chose the path of co-creation with Macromill.


    Macromill is one of the leading companies in the marketing research industry. It owns a panel network encompassing more than ten million people in nineteen countries from which it collects a broad range of consumer data. Macromill’s massive and multifaceted data resources are composed of demographic data, questionnaire data, web access information, and purchase data based on the consumers’ daily buying records — all obtained with consumer consent. These diverse data resources even include EEG (electroencephalogram) data. Macromill’s business focuses on proposals for new product development ideas and sales promotion projects, and supports of new markets cultivation. In order to achieve them it leverages these resources to conduct research in a wide range of areas such as what is demanded in a specific market. To make their unique and advanced data resources even more valuable, Macromill needed additional technological assets such as sensing and AI.


    NEC, meanwhile, was known to possess several proprietary number-one and only-one technologies that had been demonstrated to be very compatible with the marketing field. However, NEC’s focus on the B2B business meant that it didn’t have the consumer data to take advantage of these technologies.


    It was a perfect match. Combining Macomill’s consumer data with NEC’s AI technology reinforced the strengths of both companies to build an extremely robust cooperative relationship that will co-create new marketing insights by effectively leveraging the assets of both companies.


    Already, solutions that are only possible with co-creation have emerged. These are highlighted in Section 4 below.


  


  
    4. Specific Businesses


    Through the co-creation with Macromill, we have already launched the following services: (1) Central Location Testing (CLT) service using biometric information, (2) consumer purchase prediction service using AI, and (3) AI analytics service D-Profile utilizing dotData.


    (1) Central Location Test (CLT) service using biometric
information (Fig. 1)
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         Fig. 1 CLT service using biometric information.
        

     


    Among Macromill’s many research services is what is called a Central Location Testing (CLT). This type of research generally is conducted in a controlled environment such as store mock-up where the prototype of a new product might be displayed. The behavior of the test participants is monitored to examine their receptivity to the product by evaluating their responses against the product, the package design, and so on.


    Macromill now incorporates NEC’s Remote Gaze Detection AI technology in its CLT service to measure biometric responses quantitatively. The Remote Gaze Detection technology is used in in-front-of-the-shelves testing and individual package testing. Because most buying decisions are made while standing in front of store shelves, being able to determine whether the person being monitored pays attention to the new product is a critical datum point. If a human researcher tries to observe the shopper’s line of sight, the results are approximate at best. For more precise results, the shopper has to wear a goggle-type line-of-sight measurement device. However, when NEC’s Remote Gaze Detection technology is used, no dedicated measurement device needs to be worn and line of sight can be estimated accurately.


    NEC’s Remote Gaze Detection technology makes it possible to accurately detect the direction of someone’s gaze using images captured with conventional cameras1). It applies the face feature point detection technology, which constitutes the core of NEC’s world’s number-one face recognition technology2). Able to reliably and accurately perform detection with no need for a dedicated device and even from a remote location, this technology makes it possible to conduct research in more natural environments.


    Meanwhile, in the individual package testing, NEC’s gaze detection technology is combined with the EEG sensing technology developed by Centan, a subsidiary of Macromill. This combination makes it possible to discern whether a design element in the monitored person’s line of sight moves to a positive or negative side in their brain. By performing these two testing methods, you can index — in terms of both the transition of gaze and psychologically — the strength of engagement, which in turn allows you to assess the degree to which the item has attracted the customer’s interest.


    A preliminary verification test for this service was conducted in September 2018. The test proved that this service is capable of obtaining insight about consumers’ actual and emotional responses in the process of selecting products. The following questions can now be answered: “Which part of the product did you see first?” “Which other products did you compare against?” and “Was your mental response negative or positive?” — which are difficult to clarify in conventional questionnaires.


    By applying the sensing technology of NEC the WISE to marketing, we can overcome the barrier of superficial data and go beyond the awareness data to reach a deeper and more profound understanding of consumer behavior and psychology.


    


    (2) Consumer purchase prediction service using
AI (Fig. 2)
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         Fig. 2 Consumer purchase estimation service using AI.
        

     


    This service uses NEC the WISE’s customer profile estimation technology to supplement missing items in Macromill’s consumer data (purchase data), augmenting it to a scale of approximately 100,000 consumers.


    A broad range of purchasing data is vital in the development of a marketing strategy. Unfortunately, sufficient data for analysis cannot always be obtained in cases where the volume of purchases is low — for example, with newly released products or low-frequency purchase products. Similarly, performing an analysis by multiplying multiple data using a data management platform (DMP) can lead to unreliable results.


    NEC the WISE’s customer profile estimation technology is based on NEC’s exclusive relationship mining technology3). It apprehends the tendencies of existing data and multiplies it by a number of factors, automatically estimating missing data with high precision. This technology has achieved impressive results in academia and in 2017 was selected to be one of the oral sessions at the IEEE International Conference on Data Mi ning (ICDM), the world’s premier annual research conference on data mining. It is worth noting that the acceptance rate for oral sessions at ICDM 2017 was a mere nine percent.


    Utilization of this technology makes it possible to estimate and expand purchase data with high precision even if some panel members have no purchase histories. This is achieved by using learning-based analysis of the panel data which includes detailed profiles and purchase hi stories. Drawing on data from the Macromill Household Spending Panel Survey (MHS) — a 20,000-member panel, this new AI-based consumer purchase prediction service expands the data to the equivalent to about 150,000 people, accurately estimating the missing data. This will address needs for consumer insight starting from purchase, planning advertising strategies, building a DMP, and more.


    Using NEC the WISE’s AI technology, we can overcome the limitations of field-specific data, increasing the value of Macromill’s transdisciplinary consumer data and supporting the realization of more heterogeneous consumer insight.


    


    (3) AI analytics service D-Profile4) utilizing dotData


    

    The D-Profile uses NEC’s dotData software — which uses AI to automate data analysis processes — to analyze a variety of transdisciplinary consumer data owned by Macromill (attribute information such as age, purchase history, and access logs) in order to clarify attributes and behavioral characteristics peculiar to customers (Fig. 3). We began making this service available to multiple companies in December 2018.
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         Fig. 3 AI analytics service D-Profile utilizing dotData.
        

     


    By leveraging this service, businesses will be able to free themselves from individual-dependent analysis and the need to analyze large amounts of data in multiple types, while dealing with data collection, storage, and analysis tools, as well as ha ving to recruit and retain dedicated analysts — all on their own. A completely new service that has never existed before, the D-Profil e uses transdisciplinary analysis to enable companies to excavate new and more detailed customer profiles.


    The D-Profile also facilitates comprehensive customer-based analysis by applying dotData to “deep data” and “wide data” — such as CLT — utilizing biometric information and our AI-based customer purchase prediction service, respectively. This will enable us to focus on the achievement of transdisciplinary marketing, which offers deeper and truer perspectives, while transcending the limitations of both specific and superficial data.


    


  


  
    5. Conclusion


    The services we have discussed above are just a small sample of the marketing solutions that combine NEC’s AI technologies with Micromill’s assets. Also currently underway are multiple planning and verification activities for various projects aiming to achieve true consumer insight by leveraging AI technologies not introduced in this paper. These include a service that unlocks the reason why a customer makes the choice they do — that is, it reveals the actual mechanisms of the in-store buying process by comprehensively detecting actual consumer behavior in brick-and-mortar stores.


    In the CLT service introduced in Section 4-(1) above, candid customer responses regarding pre-release products can be gleaned from their biometric information. After a product’s release, moreover, real-world in-store purchase processes that take into account actual environmental and other factors can be incorporated into simulations. By mutually deepening databases of respective consumer responses and model construction cycles both before and after product rel ease, it may eventually be possible to obtain models that can predict who responds, what products they respond to, and how they respond to them. Using consumer insight to clarify why products are purchased or not purchased can make it possible to design products and build stores that are more likely to be chosen by consumers, adding a new dimension to marketing that transcends the conventional and could revolutionize the way both manufacturers and retailers conduct their business.


    Working together with Macromill, NEC will provide companies with marketing-related data and analysis that reflects consumption tendencies and consumers’ sense of values. Individual companies will be able to possess and utilize original data, as well as take advantage of a broad range of secure, reliable data that will strengthen and deepen their consumer insight. All of this redounds to the benefit of the consumer as it helps create a world where each individual is free to pursue and enjoy value and abundance custom-created for them. Because it so brilliantly leverages the potential of NEC’s advanced technologies and expands thei r possibilities, we are confident that this co-creation will serve as a powerful business platform that will innovate marketing in ways as yet to be discovered.
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    Abstract


    The result of a unique collaboration between NEC’s AI technology and a renowned bean-to-bar craft chocolate maker, “Anokorowa CHOCOLATE” captures the flavor of some of the most exceptional years in the past half century. Our AI analyzed a massive number of words in newspaper articles and converted results into multiple taste index values, which were then used to create five different chocolates with distinctive flavors that capture the mood of the time. This paper introduces the methods used to convert words into taste index values and discusses the potential for product co-creation between humans and AI.
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    1. Introduction


    In what may be a sign of things to come, a unique series of chocolates has been created through a collaboration between NEC the WISE, a suite of cutting-edge AI technologies, and Dandelion Chocolate Japan, a smallbatch bean-to-bar chocolate maker that originated in San Francisco. Dubbed “Anokorowa CHOCOLATE”, these chocolates feature distinctive flavors that capture the mood of some of the most stand-out years in the past half century. Now with “Anokorowa CHOCOLATE”, we have tried to capture the flavors of the past in delicious chocolates whose creation drew on the results of AI analysis of a massive number of words from newspaper articles from specific periods.


    This paper explains how “Anokorowa CHOCOLATE” was developed, focusing on how we used AI to analyze and convert words into taste indices of chocolate.


  


  
    2. The Development Process


    “Anokorowa CHOCOLATE” both derived from our efforts to find ways to make AI better comprehend human feelings and senses. Humans often express feelings and emotions using taste as a metaphor, such “bitter” or “sweet.” One of the biggest challenges was how to train AI to learn these human sensations. With the end of the Heisei Era approaching in Japan, people were expressing a renewed interest in history, so we thought it would be fun to make it possible for people to actually taste the mood of historical moments using a familiar snack like chocolate and the power of AI to create a unique experience never before possible.


    Here’s how we did it. First, the AI learned the meanings of words contained in newspaper articles from the past sixty years or so. This massive amount of words was then converted into the seven taste indices that determine the flavor of chocolate. Next, by aggregating the words used in newspaper articles every year, the AI created recipes that would express each year’s mood with a different flavor of chocolate. Then we picked five years which were particularly momentous and asked Dandelion Chocolate to make chocolates expressing the moods of those years based on the recipes the AI had concocted (Fig. 1).
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        Fig. 1 The Development Process.
      

    


    The newspaper article analysis process performed by the AI is described in detail below.


    2.1 Segmenting of sentences into words


    In order to allow the AI to analyze the data of newspaper articles, we first performed a morphological analysis on sentences in newspapers. In morphological analysis, a sentence is broken down into the most basic meaningful units (i.e., words). The words can then be used to apprehend the content of the sentence and phrases. For example, if the phrase, “a sentence is segmented into minimum units” is run through a morphological analysis, it will be segmented into “a,” “sentence,” “is,” “segmented,” “into,” “minimum,” and “units.” For this project, we used a dictionary called NEologd1), which is also compatible with proper nouns and new coinages, to perform morphological analysis. Adjectives and verbs were converted into base forms and then extracted.


    2.2 Vectorization of words


    Words extracted from newspaper articles using morphological analysis were then read into the AI for analysis. We used a method called Word2Vec2) to digitize the words (conversion into a vector representation with approximately 200 dimensions). Word2Vec makes it possible to represent words in vectors by using neural networks to analyze massive amounts of textual data. Learning in Word2Vec is based on the distribution hypothesis, which claims that the meaning of a word can be determined by the peripheral words when the word appears in a sentence. For example, in the sentences “I keep my dog inside” and “I keep my cat inside”, the same words appear around “dog” and “cat,” implying that “dog” and “cat” have similar meanings. By applying this hypothesis to an enormous amount of text data, the AI is able to learn how words are used, which makes it possible to use vectors to express words with similar meanings.


    Representation of words with vectors enables the AI to calculate the similarities between words and work on word formulae, such as “Paris” – “France” + “Japan” = “Tokyo”. Table 1 shows examples of words with high similarities.


    
     
      Table 1 Examples of words with high similarities
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    2.3 Creation of learning data


    Having received the cooperation from Dandelion Chocolate, we decided upon the seven taste indices — sweet, bitter, sour, nutty, floral, fruity, and spicy — that express the flavors of chocolate. Then we extracted about six hundred words that appear frequently in articles on the front pages of new spapers from the past sixty or so years and allocated one of the seven taste indices to each of them (Table 2). The tastes people associate with words are set. For example, the sweet taste index is allocated to words like “recovery,” “improvement,” and “growth” while the bitter taste index is allocated to “anxiety,” “slump,” and “severity.”


    
     
      Table 2 Examples of taste indices and words in learning data
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    2.4 Building prediction models to the “taste” of a word


    We used Heterogeneous Mixture Leaning, which is one of NEC’s AI technologies, to model the relationships between the words and taste indices. Specifically, we built prediction models to judge whether words vectorized with Word2Vec correspond to the seven taste indices (whether it’s sweet or not, whether it’s bitter or not, and so on) by using the numerical values of each dimension of vectors as explanatory variables. The use of these models makes it possible to calculate the tastes of various words (taste index values).


    To perform this analysis, we used the NEC Advanced Analytics Platform (AAPF) with Heterogeneous Mixture Learning. The AAPF is an AI utilization platform that integrates various NEC the WISE components and standard open source software. It allows you to perform analysis while linking the NEC-original Heterogeneous Mixture Learning AI technology with Word2Vec as well as morphological analysis and other tools required for text analysis — all on the same platform.


    2.5 Predicting how words will taste and creating recipes for the selected years


    Using the prediction models we built, we estimated the tastes of all the words contained in the newspaper articles for about sixty years. Since similar words show similar vectors (values of explanatory variables), their taste is assumed to be similar, as well. We drew radar charts of the taste indices by adding up the tastes of the estimated words for each year, adjusting the weight according to the degree of frequency of a word’s appearance. Various types of statistical processing such as normalization were performed on each year and each taste index — in order to emphasize the characteristics of the particular year.


    In this way, we analyzed the newspaper articles over a period of about sixty years and created a radar chart (a chocolate recipe) for each year. We selected five years which were particularly momentous and developed chocolates to express the taste of each of those years. The recipes for each of the five years are shown in Photos 1 to 5.
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        Photo 1 1969: “First human on the Moon” taste.
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        Photo 2 1974: “Oil shock turmoil” taste.
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        Photo 3 1987: “Excitement at the peak of Japan’s bubble” taste.
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        Photo 4 1991: “Desperation when Japan’s bubble burst” taste.
      

    


    
      [image: 190117_08.jpg]

      
        Photo 5 2017: “Dawn of a new age of innovation” taste.
      

    


    According to the recipes created by the AI, the values for sweet, floral, and fruity tastes were especially high in 1987 when Japan’s bubble economy hit the ceiling because words high in those values such as “growth,” “highest,” and “increase,” were frequently used in newspaper articles. As a result, the chocolate representing 1987 is sweet and mouthwatering. In contrast, the chocolate that expresses 1991 — the year the bubble burst — features sour, spicy , and bitter tones, reflecting the frequency of words such as “bankruptcy,” “recession,” and “collapse.”



  


  
    3. Product Development through Co-creation between Humans and AI


    When developing “Anokorowa CHOCOLATE”, we not only trained the AI to learn human sensitivities — that is, the impressions people get from words — as numerical values of taste indices, we also succeeded in demonstrating the potential for humans and AI to work together and co-create something new — in this case, chocolate whose taste reflected a specific period in history. Typically, when a chocolate is developed, the first thing that must be decided is the type of cacao beans to use. Then the chocolate is made in such a way as to maximize the good points of the cacao beans. This is how the flavor of that chocolate is determined. In this project, however, the recipe expressing the mood of the period came first. Cacao beans were then selected to achieve the flavors required and adjusted as necessary to obtain just the right taste. In other words, the process was completely opposite. Dandelion Chocolate found the project invaluable, gaining a new perspective and understanding of their craft, as well as stimulating their imaginations.


    At NEC, we believe that AI is more than just a tool for driving massive improvements in efficiency, we also think that it can be used as a kind of idea generator, providing sophisticated suggestions to people that can be applied in various fields; in other words, we anticipate that AI can serve as a partner in the co-creation of new products and experiences. For instance, when you face a situation in product development where you can’t focus on a single goal, AI could offer up new ideas from different perspectives. We believe that this will add a new dimension to product development. We are now conducting intensive research and development in both these areas — AI for efficiency and AI for creation. As the world grows increasingly complex and the challenges we face become more difficult, we are hopeful that humans and AI working together can help bring about a safer and more prosperous society.

 
  


  
    4. Conclusion


    This paper has introduced “Anokorowa CHOCOLATE”, a unique line of delicious chocolates specially created to capture the flavor of specific moments in history through a collaboration between NEC’s AI technology and artisanship of Dandelion Chocolate, a renowned craft chocolate maker. Using AI to analyze and convert newspaper article data into chocolate taste indices, we created recipes for five selected years, which Dandelion Chocolate used to produce the final product. We are committed to continue to offer experiences you’ve never experienced before by leveraging the power of AI and will also continue our efforts to develop AI that will boost human creativity.
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    Abstract


    As the recent reduction in the working population has been tending to lead to shortages of labor in the retail industry, labor saving and unattended sales procedures using AI are strongly anticipated, particularly in the payment operations (register checkout) with high operational loads. This paper describes the heterogeneous object recognition technology that supports unattended payments based on the simultaneous image recognition of objects. These may vary from industrial products such as packaged retail products to natural goods such as daily-delivered products and perishable products. We also introduce an image recognition-based POS system that makes use of this technology, allowing customers to perform fast payments by simply placing multiple products even when arranged randomly.
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    1. Introduction


    The retail industry represented by convenience stores is suffering from the recent aggravation of the labor shortage due to the reduction in the labor population, so the efforts for saving or eliminating human staff in-store are required urgently. On the other hand, in the AI field, the introduction of the machine learning technique known as deep learning has brought rapid progress in the image recognition technology. It is therefore expected to advance the labor saving and unattended operations at the point of sale with the help of the latest AI technologies.


    Among the wide range of operations at retail stores, the checkout takes a particularly long time for the clerks, so implementation of unattended payment using AI is strongly desired. Attempts to apply unattended payments by the introduction of self-POS registers are already in use. However, they are not accepted among shops as initially expected because the necessity of scanning each product requires significant labor and time of the users. The electronic tag (RFID) is also under study aiming at improving the efficiency of product scanning but the high installation costs and management hinders its dissemination. The approach currently regarded as being promising is to recognize the products without making use of barcodes or tags. This is being achieved by capturing their images with a camera and recognizing them using the image recognition technology that is recently making rapid progress.


    Payment efficiency improvement using the image recognition technology is already being applied in some cases. However, these are currently devoted to specific products such as bread, fruit and vegetables. Since even small shops like convenience stores sell thousands of types of various products, an object recognition technology capable of covering a wide range of products is essential. An approach being considered is called the checkout-free type. It attempts to monitor customers’ entire shopping activities, from the product selection to the payment operations, by installing weight sensors on the shelves in addition to cameras on the ceiling. The data of multiple items acquired from those sensors and camera are analyzed so that customers can complete their shopping without register work. However, this system requires the installation and adjustment of a large quantity of sensors in order to eliminate the register work and its high installation and operation costs make it particularly hard to install the procedure at an existing store.


    The present paper is intended to introduce a heterogeneous object recognition technology that can cover a large variety of products and enable substitution of registers and implementation of unattended checkout even in small stores, at low installation and operation costs. Section 2 describes the heterogeneous object recognition technology developed by NEC, section 3 introduces an image recognition POS system that makes use of the technology, and section 4 gives a short conclusion of the paper.


  


  
    2. Heterogeneous Object Recognition Technology Featuring Image Recognition of Various Products


    In order to realize user-friendly fast payments at general retailers including convenience stores and supermarkets, it is required to recognize all of the large variety of products with high accuracy. These range from the industrial products such as packaged retail products i.e. snacks and cup noodles (about 80% of convenience store sales,) to natural goods such as daily-delivered products and perishable products such as boxed lunches and bread (about 20% of convenience store sales). The Industrial products and natural goods have significantly different characteristics. The industrial products are often classified into different types according to different tastes and/or minor design differences. While the natural goods are classified into the same products, even those that have noticeable visible differences among the same type of individual items. Although the image recognition accuracy has made a significant leap thanks to the recent application of deep learning, it is still not easy to recognize the large variety of products having different characteristics uniformly and with high accuracy.


    The heterogeneous object recognition technology developed by NEC achieves a high accuracy by combining the recognition technologies suitable for the characteristics of the industrial products and natural goods as shown in Fig. 1. The combined technologies specifically include; 1) feature point matching technology having accurate matching by capturing small differences in the design of industrial products; 2) a deep learning technology capable of recognizing natural goods that present noticeable visible differences individually as identical goods. These technologies enable instantaneous recognition, even when industrial products and natural goods are placed on a cashier’s desk side by side (Photo 1).
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        Fig. 1 Recognition of a large variety of products using the heterogeneous object recognition technology.
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        Photo 1 Example of recognitions by the heterogeneous object recognition technology.
      

    


    As shown in Fig. 2, the feature point matching technology used in the recognition of an industrial product extracts several features, such as the outer pattern design of a packaged product, and matches their positions and numbers with the features of the same product that have previously been registered in the image database1)2). It can capture minute deviations of features, so that it can easily distinguish minor differences in designs.
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        Fig. 2 General scheme of the feature point matching technology.
      

    


    The deep learning technology used for natural goods is the Convolutional Neural Network (CNN) that is often used in detection and recognition of objects3)4)5). The input of various training data enables a high-accuracy identification of objects with individual differences. Nevertheless, huge costs and time are required to achieve a high rate of recognition accuracy with the CNN because a large amount of image data showing multiple objects in multiple positions must be prepared as the training data.


    As shown in Fig. 3, NEC has therefore developed a technique that captures the images of each product individually, thus creating training images in which multiple products are placed in multiple situations by means of automatic syntheses of the individual images, and uses the training images in learning6). This technique facilitates the massive generation of training images and enables accuracy at a practical level with low costs and little time.
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        Fig. 3 Configuration of natural goods recognition.
      

    


    Fig. 4 shows the comparison of recognition accuracies when the two recognition technologies are used individually or are combined. The figure confirms that the recognition rate is high enough to cover both the industrial- and natural products, comparing when they are combined to when only one of them is used.


    
      [image: 190118_05.jpg]

      
        Fig. 4 Comparison of recognition rates depending on techniques.
      

    


    When customers actually make payments, it is required to handle the various unexpected images, such as those of customer hands and/or their purses, etc., which are captured beside the products that customers purchase. The traditional CNN has been unable to deal with such unexpected objects properly and has sometimes caused false recognition of them as learned/registered objects. If it is set to avoid false recognition, an issue might occur, such as the impossibility of an accurate recognition of products that the customer is supposed to be buying. The technique developed by NEC has succeeded in reducing false recognitions by adopting a unique training technique that enables recognition by separating the trained objects and other, untrained or unregistered objects at a high accuracy. An evaluation using 500 natural goods handled by convenience stores confirmed that the false recognition rate was decreased significantly from 14% to 0.5% (Fig. 5).
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        Fig. 5 Scheme of unregistered object rejection technology.
      

    


  


  
    3. Image Recognition POS System


    3.1 Configuration of the developed image recognition POS system


    NEC has developed an image recognition POS system prototype capable of simultaneous recognitions of multiple products simply placed on the checkout desk without the need of passing each and every product over the sensor as with the existing self-checkout registers (Photo 2). This system has a configuration with which the camera installed above captures the image of objects. The image recognition computer recognizes them using the heterogeneous object recognition technology and the recognition results are displayed on the product placement desk.
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        Photo 2 Developed image recognition POS system.
      

    


    3.2 Demonstration and operation in an actual store


    The validity of the developed image recognition POS system was demonstrated by installing it on the POS of the in-house shop and applying the recognition/payment flow shown in Fig. 6 for the one-year period of FY 2018.


    
      [image: 190118_08.jpg]

      
        Fig. 6 Demonstration and operation of image recognition POS system in a real shop.
      

    


    The in-house shop used in the demonstration handles about 800 products ranging from packaged products to daily-delivered products. The product repla cement is carried out every week and about 10% of the products are replaced per month. In order to recognize the new products quickly, a tool for registering them based on the photos of shop shelves and new product information published on the web has been developed. This has enabled efficiency improvements and has reduced the human labor burden to about 25%. This demonstration confirmed in the latter half of the demonstration period that the database covering all of the products can be maintained continually for six months.


    In the demonstration, a total of more than 5,000 persons used the system and it was confirmed that no major problem occurred and that the product scan time at payment can be reduced to 1/2 or 1/3 compared to payment based on barcodes. A questionnaire with five answer levels for subjective assessment was conducted on about 150 users and more than 85% of them expressed appreciation of the system as “fairly good“ or “good.“ We have therefore been able to confirm the validity of the developed system.


    A demonstration experiment of the developed system was also made at stores other than the in-house shop (Taiwan Seven-Eleven) since July 2018 (still continued as of September 2019). This experiment also verified that the system can be subjected to continual operation for a long period even in environments where products are replaced frequently.


  


  
    4. Conclusion


    The present paper introduces an approach to AI-based unattended payments designed to meet expectations for labor saving and unattended operations in a retail industry that is suffering from the aggravation of labor shortages. The aim is to improve services in convenience stores and supermarkets. In order to recognize a large variety of products by employing cameras, NEC has developed the heterogeneous object recognition technology by combining the feature point matching and deep learning technologies. By using the heterogeneous object recognition technology NEC has also developed a prototype image recognition POS system featuring a simple, fast payment capability and has confirmed its validity via demonstrations and actual operations at stores. In the future, the corporation will advance the improvement of the image recognition POS system based on the results obtained through the use of the prototype system. We will also contribute to the system dissemination as well as to progress with operational reforms in the retail industry.
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    Abstract


    Optical fibers used in the optical communication technology industry to support worldwide high-speed Internet have an information collection function that captures changes in the surrounding environments as well as performing the basic function of information transmission. NEC Corporation is currently conducting R&D of optical fiber sensing technologies that utilize optical communication infrastructures as sensors for visualizing the real world. It is doing this by combining the world’s top level optical communication technology cultivated via its experience in the submarine optical cable systems together with the latest AI technologies. The present paper introduces basic principles of the optical fiber sensor with system configuration and discusses three case applications: intrusion detection of facilities, surveillance of road traffic flow and bridge deterioration detection.
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    1. Introduction


    Optical fiber networks are one of the critical communication infrastructures that support the high-speed Internet. NEC boasts several achievements that have supported the construction of the optical fiber network since the start of the optical fiber communications project. One example is the submarine cable system operations that were started in 1968 that have achieved several results, such as the laying and provision of terminal equipment for the Transpacific optical submarine cable system. The optical fiber sensor is a linear-shaped passive sensor that uses the optical fiber cable which is the information transmission medium, e.g. sensing medium, and is capable of sensing environmental changes such as vibration, strain and temperature near the optical fiber cable with identifying the locations of any changes. The optical fiber sensor has been improving performance following the advancement of the optical fiber communication technology. In addition, the rapid progress of AI technology in recent years has made it possible to provide in-depth visualization of the real world by analyzing and learning the data collected with sensors by applying AI technology. In section 2, we outline the optical fiber sensing technology and the detail of NEC’s technological contribution features. Section 3 discusses three cases of visualization of the real world, and section 4 presents a conclusion of the paper.


  


  
    2. Introduction of Optical Fiber Sensing Technology


    Fig. 1 depicts basic principles and system configuration of the optical fiber sensor. To enable the optical fiber cable that is originally the information transmission medium to work as a sensor, the sensing device is connected to one end of the cable. When a sensing pulse from the sensing device is launched to the optical fiber, a backscattering signal is generated from any point of the optical fiber. The sensing device detects the backscattering signals following the time series. When a vibration/strain is applied on the optical fiber cable or an environmental change such as temperature, the structure and characteristic parameters of the quartz glass material of the optical fiber change accordingly. Subsequently, the information of environmental changes will be carried by backscattering signals. The location of the backscattering signal is calculated by using the return time that is observed from the pulse sending and returning of that. The possibility of isolating observed points depending on time means that simultaneous detections of lights from multiple points are possible. The sensing signal is sending at a constant repetition frequency so that the backscattered signal from the furthest end of the optical fiber cable and the next sensing signal are not mixed. This procedure makes it possible to observe constant environmental changes at a single point.
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        Fig. 1 Basic principles and system configuration of optical fiber sensor.
      

    


    NEC’s optical fiber sensing technology has the following major features.


    
        	Long distance/high distance resolution sensing:

The sensing technology applies the optical signal amplification technology developed via submarine optical cable communications. The optical transmit/receive technology with improved sensitivity enables detection over a long distance of tens of kilometers with a high distance resolution of a few meters. In fact, the distance covered with a single sensing device increases the strength of the technology as the surveillance area broadens.

.

        	High environmental robustness:

Analyzing and learning the data collected by the optical fiber sensor using AI enables isolation of environmental noise and identification of event details. This makes it possible that the sensing can be carried out by utilizing existing optical communication infrastructures without newly installing optical fibers for exclusive use in sensing.

    


  


  
    3. Introduction of Real World Visualization Examples Challenged by NEC


    This section introduces three examples of applications of the optical fiber sensing technology.


    3.1 Detection of intrusion around facilities


    The first example is the detection of illegal intrusion around an important facility (Fig. 2). Since facilities with extensive premises such as airports or power plants require a large number of security cameras to survey the entire perimeter of the premises, a reduction of the surveillance costs becomes a critical need for customers. By simply installing the optical fiber cable along the external fence of the facility, the optical fiber sensor can detect vibrations produced by intrusive behavior. Therefore, it is projected to function as a means of low-cost broad-area surveillance that will supplement the surveillance of cameras. One of the issues that occurs when the sensor is used to detect intrusions is how to reduce the number of false reports. The false report refers to the erroneous detection of vibrations due to non-intrusive behavior such as rain, wind, small animals and so on being defined as an illegal intrusion by a human. This issue can be reduced by AI technology.
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        Fig. 2 Detection of illegal intrusion in an important facility.
      

    


    NEC challenges identifying and eliminating the cause of false reporting by combining the sensing technology with superior distance resolution and the analysis/learning technology based on AI. This will make it unnecessary to change the threshold value for solving the issue of false reporting of intrusion surveillance. Fig. 3 shows an approach for visualization of human behavior in the area being surveilled. This system employs an optical fiber cable laid along a fence to sense any human behaviors in their proximity. The patterns of vibrations detected by the optical fiber sensor vary greatly depending on the differences in behaviors made at the fence and the human behaviors near the fence can be estimated by analyzing and learning the vibration patterns using AI.
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        Fig. 3 Differences in vibration patterns depending on intrusive behaviors.
      

    


    3.2 Surveillance of road traffic flow


    The second case is the surveillance of vehicle traffic flow using the communication-purpose optical fibers already laid in the roadsides1). Fig. 4 shows an example of application to an expressway. Current expressway traffic conditions are monitored by spot surveillance devices such as traffic meters and CCTV (Closed Circuit Television) cameras. Therefore, it involves an issue with the accuracy of information in broad-area situation changes such as traffic accidents and congestions. Noticing the presence of optical fiber infrastructures already installed on the sides of Japanese expressways, NEC has started to challenge traffic flow surveillance of the enti re expressway network from a higher viewpoint by continually monitoring the vibrations caused by vehicle traffic via the infrastructures using optical fiber sensing technology. The approach taken by NEC features detailed identification of a situation, even over a long distance by using AI for highly accurate estimations of the traffic traces and average speeds. The traces of vehicle flow are represented by lines with gradients indicating speeds as shown in Fig. 5, where the x-axis is the distance from the control room where the sensing sits and the y-axis is the time. The steep gradients mean congestions and low gradients mean smooth traffic flow. The positivity/negativity of gradients are determined according to the vehicle flow direction with respect to the sensing device.
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        Fig. 4 Surveillance of expressway traffic flow.
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        Fig. 5 Traces of vibrations by driving vehicles.
      

    


    Fig. 6 is the report of a demonstration experiment of traffic flow surveillance conducted jointly with an expressway operator. It shows the result of traffic flow measurements in the 45-kilometer section between the Shimizu and Numazu Interchanges of the Tomei Expressway. The traffic traces are represented by the x-axis indicating the distance and the y-axis the time (5 minutes). The optical fiber cables of Tomei Expressway are laid in various positions, including at the shoulders on both sides as well as at the medi an, depending on sections, so the observed vehicle driving traces also vary depending on sections. It has been confirmed that the vehicle driving traces are updated at almost real time every 100 ms and that the actual measurements of the traffic flow are recorded on the entire demonstration section over a length of 45 kilometers.
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        Fig. 6 Drive traces on Tomei Expressway (45 km section).
      

    


    The approach taken by NEC in estimating the average vehicle speed from the drive traces with high accuracy lets the AI learn from the images of the drive traces. Fig. 7 shows the diagram of calculating the average driving vehicle speed. After preparing multiple items of training data of drive trace images represented by the distance and time, the data is learned by the AI to build a highly accurate estimation model. This technique improves the accuracy of calculating the average velocity from the actual drive trace images. It has already been confirmed that the average drive velocity calculated using the optical fiber sensors has a high accuracy of more than 85% compared to the traffic meter (loop coil) data.
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        Fig. 7 Technique for estimation of average vehicle velocity.
      

    


    3.3 Detection of bridge deterioration


    The third case is the detection of bridge deterioration (Fig. 8). NEC is challenging the demonstration of technology that observes the vibrations during the passage of trains via optical fiber cables laid on bridges. It thereby monitors the changes in the vibration characteristics in order to enable automation of the bridge deterioration detection that has previously been checked by human inspections.
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        Fig. 8 Detection of bridge deterioration based on vibration measurements.
      

    


    Joined with the cooperation of a train company, NEC has conducted a demonstration experiment that analyzes the vibration characteristics observed by the optical fiber sensor before and after renovation of a bridge in order to check if it is capable of classifying the bridge status. In this experiment, the dampened free vibrations immediately after a train pass is clipped and the specific frequency band observed most strongly on the tested bridge is extracted. The degree of deviation from the model in normal status (after renovation) is output as the anomaly score using the one-class classification (anomaly detection) function of RAPID machine learning. Fig. 9 depicts the distribution of the anomaly scores before and after renovation. The presence of a clear difference between the anomaly scores output before and after the renovation confirms that the bridge status can be classified based on the anomaly scores.
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        Fig. 9 Differences in anomaly scores before and after bridge renovation.
      

    


  


  
    4. Conclusion


    In the above, an outline and actual examples of applications of the optical fiber sensing technology that NEC is tackling are described. The optical fiber infrastructures that are deployed worldwide like a neural network, are already becoming indispensable for the daily lives of people. NEC will continue R&D for visualizing the real world by continuing to use the existing infrastructures of the optical communications networks as an exploratory sensor.
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    Abstract


    Artificial intelligence (AI) is now being used to automate a wide range of tasks. Typically, automation is achieved by setting optimization indices for the levels of acceptability or unacceptability in target tasks and having the AI  automatically search for the decision that maximizes or minimizes those indices (optimal solutions in mathematical optimization) as required. However, with tasks that require a certain level of skill and expertise — what we might call “expert-dependent” tasks — setting optimization indices is more difficult, making these tasks harder to automate. This paper introduces NEC’s intention learning technology which learns intentions from the decision-making history data of various experts. These intentions can be used as optimization indices, enabling the AI to imitate the decision-making processes of experts in the task being automated and making it possible to automate tasks that would normally require a human expert to accomplish.
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    1. Introduction

 
    Artificial intelligence (AI) today plays a crucial role in the automation of a broad array of tasks. The first step in automating any given task is to set indices for the levels of acceptability or unacceptability (optimization indices). The AI automatically searches for the decision that maximizes or minimizes those indices (optimal solutions in mathematical optimization) as required. For example, when developing a marketing campaign, you would first set cost-effectiveness as an optimization index; the AI would then search for the campaign that best realizes this goal and determine at whom it should be targeted. However, setting an optimization index for tasks that depend heavily on specialized human expertise and knowhow — expert-dependent tasks — is more difficult. You often have to work closely with experts to determine what should be used for optimization indices and how much emphasis should be put on them. This process involves repeated A/B testing, and consumes immense amounts of time and money, rendering it largely impractical.


    To address this issue, NEC has developed intention learning technology. This technology uses the decision-making history data of multiple experts, gleaning from this the “intention” that drives the decisions as shown in Fig. 1. By executing mathematical optimization on the learned optimization indices, AI can imitate the decision making of experts, enabling the automation of even expert-dependent tasks. Intention learning technology is based on inverse reinforcement learning (IRL)1). Its two main features are:

   1) Modeling complex intentions as interpretable optimization indices

   2) Significant improvement in computation efficiency compared to conventional IRL
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        Fig. 1 Overview of intention learning technology.
      

    


    When an expert makes a decision, the intentions or objectives that underlie that decision are many and complex. In order to automate that process, these intentions must be learned as complex optimization indices. With conventional IRL, this is achieved by modeling using complex neural networks. NEC’s intention learning technology, on the other hand, models complex intentions as combinations of multiple simple intentions (linear forms). This allows you to explicitly understand what should be focused on in what situations and to what degree. This further assures the interpretability required for practical applications. Although the IRL is essentially an algorithm with a high computational cost, we have developed a method that significantly increases computational efficiency and makes this technology more suitable for practical use. In the following sections, we will review descriptions of intentions in mathematical optimization problems, explain the features of intention learning technology, and provide some examples of practical applications.


    1.1 Intentions in mathematical optimization problems


    First, let’s examine “intention” as it applies to a mathematical optimization problem. In the following example, we show how this would be used to deal with a shift scheduling problem in a retail store. This problem can be handled as a combinatorial optimization problem. The optimal solution is found by searching the schedule for a solution that satisfies the following conditions:

    


        	Condition 1: Required number of personnel must be assured.

        	Condition 2: Personnel must have the required combination of skills.

        	Condition 3: Must reflect each individual’s desired days off.

        	Condition 4: Number of working days for each individual.

        	Condition 5: Exclusion of prohibited working patterns.

    


Conditions 4 and 5 must always be satisfied while conditions 1, 2, and 3 can be violated to some extent. Based on this, conditions 4 and 5 are set as fixed constraints. Schedules (combinations) that minimize the weighted sums (i.e., objective functions) of the violation levels of conditions 1, 2, and 3 are determined to be optimal solutions.


    The weights of the components of these optimization indices represent intentions for what should be focused on and to what degree. In the shift scheduling problem as shown in Fig. 2, the intentions correspond to what should be focused on and to what degree in conditions 1, 2, and 3. In this manner, the intention in a mathematical optimization problem in the intention learning technology refers to the weight of each component of an optimization index.
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        Fig. 2 Intention in a shift scheduling problem.
      

    


  


  
    2. Intention Learning Technology


    In intention learning technology, IRL — the foundation for intention learning technology — is expanded. The two main features of intention learning technology are:


    1) Modeling complex intentions as interpretable optimization indices

    2) Significant improvement in computation efficiency compared to conventional IRL


    Before looking at the two main features of intention learning technology, we will summarize the basics of IRL.


    2.1 IRL: The Foundation of Intention Learning


    IRL is a method to solve inverse problems of reinforcement learning. While in reinforcement learning an optimal solution is searched from optimization indices set in advance, in IRL decision-making histories of experts are assumed to be optimal solutions and their optimization indices are therefore learned. Additionally, IRL can not only handle reinforcement learning but also inverse problems of various mathematical optimization problems such as combinatorial optimization and optimal control. Input items in IRL algorithms include: (1) decision-making history data of experts, (2) optimization solvers for mathematical optimization problems (combinatorial optimization, optimal control, or reinforcement learning) corresponding to the automation target task, and (3) respective components of optimization indices and initial weight values, as shown in Fig. 3. The system alternates between searching for an optimal solution (decision-making history) based on an optimization index and updating the weight of the optimization index in order to minimize the difference between the optimal solution and the expert’s decision-making history. Once the optimal solution closely approximates the expert’s decision-making history, learning is complete and an optimization index now that matches the expert’s decision is output.
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        Fig. 3 IRL algorithm.
      

    


    The two main issues affecting practical use of IRL are how to model a complex intention in an interpretable form and how to reduce the high computational cost that comes from having to repeatedly execute mathematical optimization inside the algorithm.


    2.2 Feature 1: Modeling complex intentions in an interpretable form


    Conventional IRL learns experts’ complex intentions as single optimization indices. When modeled in linear form with high interpretability, this results in a lack of expressiveness. If you want high expressiveness, you have to model the intentions in neural networks, thereby sacrificing interpretability. Simply put, it has so far proven virtually impossible to achieve compatibility between interpretability and expressiveness, which is essential for modeling complex intentions. NEC’s intention learning technology was developed to solve this problem. Using heterogeneous mixture learning2) — one of the cutting-edge AI technologies that make up NEC the WISE — to expand IRL, intention learning technology is able to learn multiple linear forms and their switching rules from expert decision-making history data as optimization indices. This makes it possible to express complex intentions as combinations of multiple simple intentions and to model them as interpretable optimization indices that allows you to explicitly understand what should be focused on and to what degree and in what situation (Fig. 4).
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        Fig. 4 Modeling complex intentions in an interpretable form.
      

    


    2.3 Feature 2: Improved computational efficiency of learning algorithms


    In general, IRL alternately performs searches for optimal solutions based on optimization indices (decision-making history) and updates the weights of the optimization indices in order to minimize the differences from the experts’ decision-making histories. The computational cost of repeatedly executing mathematical optimization processes inside the algorithm is enormous, making it critical that a way be found to reduce that cost. NEC’s intention learning technology addresses this issue by utilizing newly added non-optimal decision-making history data (based on random measures, for example). Specifically, it performs an approximate computation based on the new data with information about what kind of optimal solutions the present optimization indices will bring. This makes it unnecessary to execute mathematical optimization inside learning algorithms as shown in Fig. 5, achieving a substantial reduction in computational cost compared to conventional IRL.
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        Fig. 5 Improved computational efficiency of learning algorithms.
      

    


  


  
    3. Application Example: TV Advertisement Scheduling


    Scheduling advertising at a TV station requires optimal allocation of multiple TV commercials to limited program time slots while considering the effectiveness of the advertisement and the preference of the sponsor3). Possible optimization indices include a deployable remaining time count (maximization problem: OR1) to maximally take advantage of the time slot and a surplus amount exceeding the required viewer rating (minimization problem: OR2). However, these indices cannot respond to more specific requirements such as the need to air commercials for health food and supplements early in the morning or in the afternoon when the elderly are likely to watch TV. Gathering data regarding a broadcast strategy for each commercial is extraordinarily time-consuming, making automation of this task virtually impossible.


    To apply intention learning technology to this TV commercial scheduling task, we used previous broadcast schedules as expert decision-making history data. As components of optimization indices, we set deployable a remaining time count and viewer rating that could be obtained at each time slot. As a constraint, we made a setting so that the viewer rating required for each commercial would be satisfied. Table shows a comparison of the magnitude of differences (cosine distance [×10−7]) between the actual TV advertisement scheduling and the schedule produced by the intention learning technology (MaxEnt IO) and mathematical optimization without learned functions (OR1, OR2). The results make clear that intention learning technology was more capable of imitating expert decision making than the two other methods.


    
      
        Table Differences in actual TV advertisement scheduling according to different method
      


      [image: 190120_06.jpg]
    


  


  
    4. Conclusion


    NEC’s intention learning technology promises to be a valuable solution to the problem of automating expert-dependent tasks, which until now has proven extremely difficult. By learning optimization indices as intentions based on the decision-making history data of various experts, this technology can make proposals that closely resemble the actual decisions that an expert would make as the TV commercial scheduling example makes clear. As AI automation becomes increasingly important in countries with shrinking workforces and decreasing populations, NEC’s intention learning technology can benefit society by helping automate those tasks where it is difficult to pass on the expertise and skills of experts.
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    Abstract


    We can represent numerous analytics targets as graphs, where a “graph” consists of nodes representing data points and edges representing their various relationships. Diagnosing a patient, for example, not only depends on the patient’s vitals and demographic information but also on the same information about their relatives, the information about the hospitals they have visited. Predicting the future performance of a start-up not only depends on its business metrics, but also the relationships with other companies and individuals, their networks and expertise. By pushing this insight further, a team comprising NLE (NEC Laboratories Europe GmbH) and CRL (Central Research Laboratories, NEC Corporation) are in pursuit of Graph-based Relational Learning, which frames the world into graphs, and achieves groundbreaking new technologies for applications in various business domains. Does it not only improve the performance of node classification, but also delivers link prediction and graph classification tasks, while integrating multi-modal and incomplete data sources, and further providing explainability to complex AI models.
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    1. Introduction


    Due to the diversity of business applications, one faces several technological challenges when applying machine learning to real-world problems with the objective of real business impact. First, it is often difficult to obtain enough labeled data. For instance, in the medical domain, it can be expensive to label data points since rare medical expertise and sometimes even wet lab experiments are required. Second, it has been recognized as increasingly important to develop interpretable and explainable machine learning methods. For instance, in the insurance business it is important to understand why a machine learning method predicts a claim to be fraudulent and the confidence it has in its prediction. Third, a multitude of available sensors leads to data points with several heterogeneous attribute types such as visual, textual, and numerical time-series features. It is challenging to combine all of these data modalities into a single machine learning model. Missing data aggravates these problems and is common in most domains including the medical and financial business domains. Finally, in order to make an AI business profitable and scalable, we need a robust data representation and processing framework that accommodates any possible use cases and is highly reuseable in other applications.


    Graph-based relational learning addresses each of the above challenges by first representing the problem domain as a knowledge graph. In a second step, the graph-based learning framework we have developed is applied to the resulting graphs so as to compute solutions to the domain-specific problems.


    The article is structured as follows. First, we introduce the meaning of graphs and their properties more formally. We show that a large number of problems can be represented as graphs. We then explain the graph-based learning framework with an emphasis on its technological innovations, setting it apart from existing competitor approaches. Finally, we present some recent applications of graph-based relational learning in three concrete domains for which customer trials were conducted.


  


  
    2. Graph-based Relational Learning


    In the following we introduce the necessary background information concerning the mathematical concept of graphs, motivate the development of graphbased machine learning algorithms, and describe the learning frameworks we have developed and applied to various use cases.


    2.1 Background & Motivation


    A graph consists of a set of nodes and a set of edges between these nodes. Typically, the nodes of the graph represent the data points or entities of the domain under consideration. Edges connect pairs of entities with each other and are often called relations. If a graph has multiple types of edges, it is called a multi-relational graph or knowledge graph. For instance, Fig. 1 depicts a knowledge graph with nodes corresponding to entities Tokyo, Japan, and so on, and edges representing the relations that exist between entities such as locatedIn, capitalOf, and so on.


    
      [image: 190121_01.jpg]

      
        Fig. 1 A knowledge graph.
      

    


    Numerous application domains can be mapped to a graph representation. For instance, Fig. 2 depicts a graph representing a set of patients, their attributes, and the similarity between them (left) as well as a graph representing a chemical compound (right). Even if a graph representation does not exist a-priori, it can often be constructed or even learned1). For instance, it is possible to construct knowledge graph representations from properly normalized relational databases.


    
      [image: 190121_02.jpg]

      
        Fig. 2 (Left) A graph representing patients and their attributes, and the similarity between patients. 
(Right) A chemical compound represented as a graph.
      

    


    Once the use case is represented as a graph, we can apply graph-based relational learning to answer use case relevant prediction queries. For instance, in the example of Fig. 2, we can apply graph-based learning to predict the most probable diagnosis of a patient in the graph. This prediction is crucially influenced by the other entities the patient is connected to and does not only depend on her attributes.


    2.2 Methods


    In essence, we can distinguish between three prediction problems in graphs. These three prediction problems correspond to three different use case categories.


    Node classification: Predicting the class label of the nodes of the graph. An example is the prediction of the disease a patient might have in Fig. 2. The input to the problem is one graph.


    Link prediction: Predicting missing edges in the graph. An example is a recommender system with customers and products as nodes, and where one want to predict whether a customer node and a product node should be connected. The input to the problem is a graph.


    Graph classification: Predicting the label of an entire graph. An example is predicting whether the chemical compound depicted in Fig. 2 is toxic to humans. The input to the problem is a collection of graph.


    Graph-based relational learning is a framework applicable to all of these learning problems. No matter the application, it always learns vector representations of nodes and/or edges in the graph. These vector representations are often referred to as embeddings. Once the graph’s edges and nodes are represented with vectors, we can apply deep learning approaches to learn a prediction function end-to-end, using available deep learning libraries.


    2.2.1 Embedding Propagation


    Embedding Propagation (EP) addressed the problem of learning node vector representations for graphs with the objective to perform node classification2). In a ﬁrst step, EP learns a vector representation for each attribute type by passing messages along the edges of the input graph. In the context of learning from patient data, for instance, one attribute type consists of time series data recorded for intensive care unit patients. In a second step, EP learns node representations by combining the previous learned attribute representations. These combined vector representations are then used in the downstream prediction tasks. EP is one of the first message-passing based graph neural network frameworks and exhibits superior accuracy in several semi-supervised node classification benchmark datasets2). The advantage of EP is its ability to combine various different data modalities (visual, textual, etc.) and its interpretability. Moreover, it is possible to explicitly learn vector representations of missing data. For instance, in the context of patient outcome prediction, we could show that EP is both robust to missing data and that one can determine the features most important for the prediction outcome3) which is crucial in the medical domain. EP has also been successfully applied to the problem of Neoantigen discovery, that is, the discovery of mutations in cancer DNA that can be used for cancer vaccine development.


    2.2.2 KBLRN: The Knowledge Base Learner


    The knowledge base learner (KBLRN) is a framework for link prediction, that is, for predicting missing edges in knowledge graphs4). KBLRN integrates relational, latent (learned), and numerical features, that is, features that can take on a large or inﬁnite number of real values. The combination of various features types is achieved by integrating embedding-based learning with probabilistic models in two ways. First, KBLRN models numerical features with radial basis functions allowing these feature types to be integrated in an end-to-end differentiable learning system. Second, KBLRN uses a probabilistic product of experts (PoE)5) approach to combine the feature types. Instead of training the PoE with contrastive divergence, we approximate the partition function with a negative sampling strategy. The PoE approach has the advantage of being able to train the framework jointly and end-to-end. For every relation, there is a separate expert for each of the different feature types (Fig. 3). The scores of the three submodels (the experts for the latent, relational, and numerical features) are added and normalized.
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        Fig. 3 An illustration of an instance of KBLRN.
      

    


    The advantages of KBLRN are its ability to combine different feature types. It is the first knowledge base learning approach that combines numerical, relational, and deep learning-based features. It was shown to have superior accuracy on a set of benchmark datasets4). Moreover, it is able to extract interpretable, rule-like features. These rules can be presented to the user and explain the predictions.


    KBLRN has been applied to use cases in the public safety and financial domains. In the public safety domain it is used to answer queries about the movements of ships. In the financial domain it is used to determine whether car insurance claims are fraudulent or not. In both cases, providing explanations for the predictions is crucial. In more recent work, we have improved KBLRN to also work with visual6) and temporal information7).


    2.2.3 Patchy-SAN: Graph-based Convolutional Networks

    Patchy-SAN is a framework for graph representation learning, that is, for learning functions that maps graph to vector representations8). It is mainly used for the graph classification problem. Similar to convolutional neural network for images, Patchy-SAN construct locally connected neighborhoods from the input graphs. These neighborhoods are generated efﬁciently and serve as the receptive ﬁelds of a convolutional architecture, allowing the framework to learn effective graph representations. The proposed approach builds on concepts from convolutional neural networks (CNNs) for images9) and extends them to arbitrary graphs.


    The advantage of the approach is that it is very efficient and it was shown to outperform graph kernels, the state of the art graph classification approaches at the time both in terms of processing speed and accuracy. Moreover, it is possible to visualize the extracted structural features that Patchy-SAN has learned. Fig. 4 illustrates its working.
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        Fig. 4. Illustration of graph-based relational learning framework applied to the graph classification problem.
      

    


    Patchy-SAN has been applied to problems from the biomedical domain such as small chemical compound classification where it outperformed state of the art approaches. It can also be used to compute similarities between graphs, something that can be used to match graphs, an important problem in biometrics.


  


  
    3. Conclusion

    A team comprised of members from CRL and NLE has developed a general framework for graph-based machine learning. By framing the real-word tasks into graph prediction problems, the technology has shown to address a wide range of business domains.
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    Abstract


    Using deep learning to extract and compare statistics and other char acteristics of time-series data, retrieval-based time-series data analysis technology can assess and pass judgment on a given set of conditions with high speed and high precision. Unlike conventional data analysis techniques, retrieval-based time-series data analysis is not premised on static mathematical models and does not require extensive computations, so it significantly minimizes the problems involved in fine-tuning the model. By applying this technology to system monitoring, for example, you can automate the assessment normally performed by human observers — i.e., whether the current system condition is the same as usual and doesn’t have any problems, or it is different from usual, or it resembles a particular past event. This paper examines the features of this technology and highlights a number of use cases, including operation monitoring.
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    1. Introduction

    The world today is awash in data. Sensors installed in factories, automobiles, electronic devices, and communications and security systems collect massive amounts of data every second of every day. This data can range from straightforward numerical values to texts, voices, and video. Conventionally, analysis of time-series data — that is, data that changes over time — is performed by mathematical models that express the characteristics of the data with mathematical formulae. Machine learning is applied to the data collected from sensors to build mathematical models. Once constructed, these models can be used for forecasting, anomaly detection, classification, and other tasks.


    The difficulty with using these mathematical models for time-series analysis lies in the complex data preprocessing and parameter adjustments required. As a result, an effective model not only takes a long time to build, it also takes a long time to verify and assess. NEC has addressed this issue by developing retrieval-based time-series data analysis technology that significantly cuts back on preprocessing and fine-tuning time. Instead of using a static mathematical model to inform its analysis, this technology evaluates system conditions with a high degree of precision by comparing features mechanically extracted from time-series data. This paper introduces the details and use cases of this technology.


  


  
    2. Retrieval-based Time-Series Data Analysis Technology


    2.1 Overview


    Retrieval-based time-series data analysis technology is an AI-based technology that assesses system conditions by analyzing time-series data collected from sensors and making it searchable. Using data collected from sensors installed in public and private infrastructure such as industrial plants, roads, bridges, railways, and automobiles, this technology provides high-speed, high-precision assessment of system conditions, quickly determining whether a system is operating normally or abnormally and facilitating anomaly detection, diagnosis, and prediction.


    Retrieval-based time-series analysis does not model the data obtained from a target. Instead, it assesses the target’s conditions by comparing data characteristics. Using AI, it is able to identify the feature points of sensor data which are normally deduced empirically by human observers.


    Conventional methods that use mathematical models require the selection and processing of data that matches the models, fine-tuning of models, and switching of models to handle changes in system operation modes. Retrieval-based time-series data analysis technology eliminates a lot of these computation-intensive operations by simply extracting data characteristics from the raw data and comparing them. Consequently, deployment can be executed much faster and the system can be up and running at an earlier stage when only a small amount of data is available, improving its precision as operation progresses.


    2.2 Features of retrieval-based time-series data analysis

    This technology is distinguished by two main features. 


    First, it automatically generates feature extraction engines that extract the salient features of the data using machine learning (Fig. 1).


    
      [image: 190122_01.jpg]

      
        Fig. 1 Feature extraction engine.
      

    


    To extract features suitable for searching, this technology focuses on the following: (1) temporal changes in the data and (2) relationships between sensors. When the extraction is complete, these features are combined and then converted into binary data.


    The second main feature of this technology is that it can generate a feature extraction engine as required using deep learning and NEC-original learning indices (Fig. 2). First, one of the accumulated data (segments) is selected as target data for random learning (9/9 in Fig. 2). Next, several segments of data are selected as verification data (9/1 to 9/5 in Fig. 2) and converted into feature values (binary data) using the feature extraction engine. If the most similar data to the 9/9 data (the learning target data), is the 9/5 data here, the feature value of 9/9 should really be closest to the feature value of 9/5. However, in this case the value of the 9/4 feature is closer. Based on this result, the parameters of the feature extraction engine are adjusted to raise the ranking to 9/5.
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        Fig. 2 Learning method.
      

    


    In conventional time-series analysis, similarities between feature values were used as learning indices. Unfortunately, improvements in similarities did not necessarily lead to improved rankings. This technology solves this problem by treating the rankings as learning indices, but since deep learning is not good at handling discrete values like rankings, the closest approximation is used.


    Let’s assume the data you want to put in a higher ranking is yt (9/5 in Fig. 2) with respect to a certain learning target yq (9/9 in Fig. 2) and others are yj (9/1 to 9/4 in Fig. 2). At this time, the ranking of yt can be expressed as follows.
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    Here H(z) is a feature value of z and I (a ≥ b) is a function that becomes 1 when a ≥ b and 0 in other cases. In the above expression, the number of yj which has a more similar feature value to yq than yt is counted to find the ranking of yt. However, since yt is a discrete value, learning is facilitated by using the closest approximation.
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    Here,[image: 190122_05.jpg]is a sigmoid function.


    2.3 How this technology works


    To show how retrieval-based time-series data analysis works, we use the example of system operation monitoring. Other use cases are discussed in Section 3.


    Operation monitoring using retrieval-based time-series data analysis consists of three phases as shown in Fig.3.
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        Fig. 3 Flow of operation monitoring using this technology.
      

    


    The first phase is the learning phase. In this phase, the feature extraction engine is generated. Time-series data collected from the various sensors installed in the target system is first apportioned into partial time series (segment) for each specific time period. Then each segment is repeatedly learned and relearned, ultimately creating a deep neural network that can convert the time-series data into binary data (the feature extraction engine in Fig. 3).


    In the second phase, the generated feature extraction engine extracts the features of each time segment, converts them to a binary format, and stores them in the feature database. This makes it possible to compress the amount of data that needs to be searched, significantly boosting search speeds.


    In the third and final phase, the feature database is applied to understanding target conditions and status. Current time-series data segments are converted into binary data and compared with historical binary data stored in the database. By referring to the historical data in the top search results, it is possible to determine whether the present condition is similar to a past event. If no similar past data is found, the present condition can be regarded as an unknown condition that has not occurred before; in other words, it is possible to determine that the present condition is highly likely to be abnormal. By comparing current events with previous events, target conditions can be assessed at high speed with high precision judgement, regardless of whether those conditions are normal or abnormal.


    2.4 Performance evaluation


    We verified the precision of this technology using the time-series data from 52 sensors, such as an accelerometer and heart rate monitor mounted on the human body, with tags for 13 action conditions, including standing and running1). We wanted to see how much similar data would be included in the search results when the past data was searched using time-series data representing a specific action as a search key. Specifically, we used Precision@k, which shows what percentage past conditions similar to present conditions appeared among the top search results that amount to k. The higher this value is, the more accurate the search.


    The results of this test bore out our claim that this technology is faster and more accurate — accuracy was increased by at least 10% as shown in Fig. 4. The highest search accuracy of conventional technology is 90%, and accuracy decreases as the number of searches increases. With retrieval-based time-series data analysis technology, accuracy of 90% or more is maintained even when 500 searches are performed.
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        Fig. 4 Accuracy verification results using vital data.
      

    


  


  
    3. Use Cases

    In this section, we discuss three use cases for our retrieval-based time-series data analysis technology. The first is an example of speeding up response to a failure during system operation monitoring. The second and third are examples other than operation monitoring.


    3.1 Speeding up initial response based on the record of past responses


    Because you never know when a failure will happen during system operation, it can be difficult to assess the problem and respond quickly. Our retrieval-based time-series data analysis can solve this problem. Not only does it compare current data with past data to determine what the problem is, it also reviews response records linked to past failures that had similar features as the current anomaly, providing details of those responses to enable an immediate response to the current problem.


    Moreover, in addition to classifying the types of failures the current anomaly most closely resembles, our technology also shows the degree of similarity. This enables you to start investigating the current problem by referring to similar historical cases even if what is happening now is an unknown phenomenon that has never occurred before. Even if there is no past case that is a 100% match, this technology can still present the symptoms, causes, and occurrence locations of the most similar past cases, enabling maintenance personnel to better understand what they are dealing with and providing them with the data they need to investigate possible causes and remedies (Fig. 5). This speeds up response time when a failure occurs and decreases the amount of time that needs to be devoted to resolving the problem.
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        Fig. 5 Presentation of response proposals.
      

    


    3.2 Predicting the likelihood of an event occurring by detecting warning signs


    Collection and storage of time-series data and past cases enables extraction of common features from similar cases. This makes it easy to detect warning signs that commonly appear prior to equipment malfunctioning, allowing you to take preventive action before a failure occurs. This early warning capability can be applied in other situations as well, not just operation monitoring. For example, by analyzing sales data and social media trending data, you can predict undesirable events such as running out of stock at the same time as demand increases or over-stocking due to rapid decrease in demand (Fig. 6). By capturing the features of fluctuations in demand or changing trends, you can take proactive measures such as increasing or decreasing production as required. In the future, this function could even be used to predict the occurrence of unheralded events such as a surprise street performance by a popular musician by picking up changes in the number of keyword appearances on social media. This would allow police officers to be deployed in advance to ensure security.
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        Fig. 6 Prediction of events.
      

    


    3.3 Prediction based on past results


    When a new product is released, little data is available and it is difficult to predict sales using regression analysis or other means. However, even in this case you can still use this technology to predict sales by searching past product releases for products that had similar sales transitions.


    Specifically, you first compare the sales data immediately after the release of the new product with the sales data for various previously released products to find products that have similar features ((1), Fig. 7). This allows you to predict the sales trendline for the new product based on sales results patterns for similar products ((2), Fig. 7). You also use associated data on the effectiveness of marketing campaigns executed for similar products to obtain suggestions for advertising media and marketing details that may contribute to the increase of sales ((3), Fig. 7). In this way, you can more reliably predict future results based on past results, as well as deploy previously successful strategies to enhance your current campaign.
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        Fig. 7 Analysis of sales conditions.
      

    


  


  
    4. Conclusion


    In this paper, we have demonstrated that NEC’s retrieval-based time-series data analysis technology can achieve high-speed, high-precision solutions by utilizing deep learning to extract and compare the features of time-series data. Fast, flexible, and accurate, retrieval-based analysis is ideal for monitoring of the operations of large-scale, complex systems. It is also equally applicable to various other kinds of time-series data such as sales transitions and health data. We expect it will be widely deployed in the development of new solutions and the enhancement of existing solutions.


    In the future, we plan to add the capability to analyze multimodal data such as text, voice, and video. At NEC, our goal is to promote a safer and more secure society. To achieve this, we will continue our research and development of time-series data analysis technologies and take them to the next level.
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    Abstract


    NEC is now working on new artificial intelligence (AI) technology for industrial plant operation support that combines logical reasoning with knowledge, enabling it to qualitatively infer how the plant operates by drawing on information contained in operating manuals and design information. Reinforcement learning that incorporates a plant simulator that is used to train the system, making it possible for it to learn optimal operation of a complex plant in a realistic time frame. This paper provides a general overview of this technology and examines the validation results produced using a chemical plant simulator.
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    1. Introduction


    In many industrial plants today — such as chemical plants and power plants — operations are almost fully automated. Nevertheless, the need for manual intervention remains — for instance, when the plant is started up, when something breaks down, when specifications are changed, when the plant is shut down, or when any other irregular situation occurs. Due to the complexities and magnitude of the potential consequences, which, in some cases, can impact surrounding communities and social infrastructure, these operations often depend on skilled and experienced operators. With the availability of such personnel expected to decline in coming years as older workers retire without being replaced, industries are increasingly looking to AI to provide support for those operations.


  


  
    2. Issues Impacting the Application of AI


    Research and development into reinforcement learning has been moving forward rapidly in recent years with a view to using it to teach AI operating procedures. Reinforcement learning enables the AI agent to learn the optimal operation in order to maximize the reward function that indicates the optimal operating condition by collecting data as the AI interacts with a simulated environment. While effective in a limited environment, applying this method in a large-scale plant means that you need to take into account the fact that there are many control points in the plant, and that each of them has to be given continuous values as control variables. Because this makes the scope of the search necessary to gather learning data so enormous, actually completing the learning in a reasonable
time frame is nearly impossible. Another drawback of conventional reinforcement learning is that it doesn’t tell you why it has decided to perform an operation. This kind of black-box AI does not satisfy the critical need for accountability in the management of facilities — such as chemical plants or power — where an error could potentially lead to catastrophic consequences for surrounding communities, further hindering the deployment of AI.


  


  
    3. Logical Thinking AI


    To solve the dual problem of slow learning and unaccountability, NEC developed a logical thinking AI that integrates logic and data to quickly learn appropriate procedures and provide the reasoning behind its solutions. Fig. 1 illustrates an overview of logical thinking AI. Logical thinking AI derives operating procedures in two layers. First, to narrow down candidates for operating procedures, it uses logical reasoning based on information about the plant’s designs and piping configuration, as well as any other available knowledge sources such as operating manuals. Next, using reinforcement learning and a plant simulator, it tests the selected procedures and determines details of how the operation will proceed. Using logical reasoning makes it possible to limit the scope of the search, enabling the AI to learn optimal procedures in a reasonable time frame. Because logical reasoning itself is guided by information that can be understood by human operators such as manuals and design information, it can present a clear rationale for its recommendations, enabling human operators to understand and execute the suggested operation procedure. We will discuss the component technologies of the logical thinking AI in more detail below.
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        Fig. 1 Logical thinking AI’s approach to learning.
      

    


    3.1 Logical reasoning


    Logical reasoning technology compares observed facts with learned knowledge to infer the most valid hypothesis as an explanation. Fig. 2 shows an example of the reasoning that leads to a hypothesis. In this example, the line of reasoning is as follows: When you see that the grass in your front yard is wet on a sunny morning, your first thought might be that the sprinkler was on very early in the morning and watered the lawn. However, when you look around, you see that your neighbors’ lawns are also wet. Thus, the logical conclusion is that it rained overnight, rather than that the sprinkler operated early in the morning. In this way, logical reasoning can deduce plausible results from given facts — in other words, it lets you infer an interpretation. You can also put it this way: The machine is doing the same thing experienced people do when they draw on their knowledge to quickly infer what is currently happening.
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        Fig. 2 Simple example of logical reasoning.
      

    


    The same type of reasoning can be applied to the operation of an industrial plant (Fig, 3). Narrowing down suitable operating procedures means the attainment of goal conditions where the temperature and pressure are set at the rated values from the currently observed conditions. Some manuals define these as a series of procedures. Depending on the conditions, however, a solution is not possible unless multiple procedures are combined. Logical reasoning retains many pairs of operations and conditional variations as knowledges (circled in a dotted line). For example, the AI knows that when pressure valve A is opened, pressure B drops as shown in the chart. By connecting those pairs, it searches for a combination that can reach the goal conditions.
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        Fig. 3 Logical reasoning in plant operation.
      

    


    In this way, logical reasoning examines plant actions on a qualitative basis to infer operating procedures. However, on its own this is insufficient to determine the extent of operation required. For example, even though the AI knows that the pressure valve should be opened, it does not know how much it should be opened and for how long. With logical thinking AI, qualitative operations can be determined by combining deductive reasoning with reinforcement learning.


    3.2 Reinforcement learning


    Reinforcement learning is a machine learning method that learns functions that determine what actions should be taken (policy functions). A software agent runs in a simulated environment and observes present states (Fig. 4). The agent acts on the environment, accumulating experience and learning through trial and error. It learns policy functions to maximize the accumulated value of rewards obtained as the result of an action. By using a simulator for the environment, the AI can learn optimal operations under a variety of difficult states that are difficult to try in actual plants. Since optimal actions are learned by trial and error in reinforcement learning, the scope of the search expands explosively as the dimensions of actions (numbers of operation points) increase, greatly extending the learning time required until high rewards are obtained. The logical thinking AI uses logical reasoning to narrow down the search to limited set of actions that can be taken. As a result, learning is now possible in a reasonable time frame.
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        Fig. 4 Basic framework of reinforcement learning.
      

    


  


  
    4. Validation with a Chemical Plant Simulator


    In order to verify the effectiveness of the logical thinking AI, we conducted a validation test using a chemical plant simulator for benchmarking1).


    4.1 Plant simulator


    The plant simulator we used is a vinyl acetate monomer (VAM) manufacturing plant simulator. This simulator is a benchmark simulator intended for optimization of operations in a chemical plant. It is built and distributed by the Process System Engineering 143 Committee2) 3). In the simulated plant, a synthetic reaction that generates VAM and water is performed with the input of ethylene gas, acetic acid, and oxygen to separate VAM. The plant has 107 sensors, 45 proportional integral derivative (PID) controllers, and 31 valves. The simulator reproduces all plant operations, including mixing raw materials, reaction, separation, and recycling (Fig. 5).
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        Fig. 5 Plant model used in the validation test.
      

    


    4.2 Validation tasks


    To train the agent, the simulator artificially generates disruptions and failures. In the validation test we conducted, we generated a disruption — fluctuations in the supply pressure of ethylene gas — to verify whether or not the simulator would be able to derive an appropriate response. When the supply pressure of ethylene fluctuates, the pressure of the vaporizer that mixes the raw materials also fluctuates, making it impossible to attain appropriate reaction conditions. As a result, the product specifications (VAM) cannot be met, hence creating production loss. Therefore, it is necessary to avoid production loss by restoring the rated value of the vaporizer’s pressure as soon as possible.


    When we had the simulator try to learn the appropriate countermeasure using proximal policy optimization (PPO)4) — a popular reinforcement learning method, the simulator could not complete the learning because there were 31 valves to be operated, which necessitated an enormous number of trial-and-error simulations.


    4.3 Deriving a countermeasure using logical thinking AI


    Using logical reasoning, the logical thinking AI first identifies the valve to be operated drawing on the information provided in the operating manual and piping diagram included with the simulator. Using logical reasoning, the AI in this case was able to identify the fact that the pressure of the vaporizer could be adjusted by operating the valve between the ethylene supply section and vaporizer.


    Using reinforcement learning, the AI next derived proper operation of the valve. Simulations were used in which the reinforcement learning agents and ethylene pressures were changed in various ways. Since identification of the single valve that needed to be adjusted was done using logical reasoning, training was completed with fewer searches (number of simulations). In this case, the AI was able to learn the optimal operation using the PPO method in a few hours.


    Upon evaluation, the optimal action (valve operation value) could be derived by giving the current sensor information to the reinforcement learning agent as an available state (Fig. 6).


    
      [image: 190123_06.jpg]

      
        Fig. 6 Operation sequence derived from the AI.
      

    


    Fig. 7 shows the change in the vaporizer’s pressure when the derived operation was executed in the target plant. It is clear from this graph that the vaporizer’s pressure promptly returns to the rated value as soon as the countermeasure recommended by the logical thinking AI was executed. When letting the PID controller operate without human operation, the pressure changed as shown in the broken-line graph. Although the rated value is ultimately restored, it takes too long, leading to production loss during that time.
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        Fig. 7 Comparison of vaporizer pressure restoration time.
      

    


  


  
    5. Conclusion


    Combining logical reasoning with reinforcement learning, NEC’s leading-edge logical thinking AI has the potential to revolutionize industrial plant operation, providing expert-level decision-making capabilities to automated operation support. By applying logical reasoning to a given problem drawing on the plant’s operating manual and piping information stored in its knowledge base, the logical thinking AI can learn the optimal operation much faster than when reinforcement learning alone is used. Verification tests conducted using a chemical plant simulator have demonstrated the effectiveness of this technology and we are now planning to run validation tests in actual plants, while moving ahead with research and development aimed at facilitating practical deployment of this technology.
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    Abstract


    The recent emergence of deep learning has brought significant improvements in the accuracy of pattern recognition technologies including that of image recognition. Although training a large amount of data is required in order to achieve a high accuracy, the preparation of such large data amounts is often difficult in applications to real problems. Issues in how to improve accuracy with limited amounts of data are thereby created. This paper introduces two technologies developed for the effective deep learning of a small amount of training data. One is the “layer-wise adaptive regularization” method that sets the regularization strength. This varies depending on the layer, according to the structure of the deep-layer network (a deep neural network). The other method is the “adversarial feature generation” that performs training in the middle layers by generating hard-to-recognize features. This paper demonstrates their validity through experiments on the public datasets for handwritten digit recognition (MNIST) and general object recognition (CIFAR-10).
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    1. Introduction

    The recent emergence of deep learning has brought significant improvement in the accuracy of pattern recognition technologies including image recognition. To achieve a high recognition accuracy by means of deep learning, it is required to prepare a large amount, thousands or tens of thousands of training samples that are composed of the input patterns and their correct answers. Those that are suitable for training (are hereinafter referred to as “training data”). However, when the application to real problems is considered, various factors make it hard to prepare such a large amount of training data. For example, abnormal data with low occurrence frequencies takes a long period for data collection, and it is only the specialist physicians who can give correct answers to medical data. From the viewpoint of early go-live, it is difficult to be capable of reserving sufficient time for collecting and building up the required large amount of training data. As a result, it has become a critical issue for expanding applications of deep learning technology that as high as possible accuracy even with a small amount of training data is achieved.


    When the amount of tr aining data is small, excessive fitting to the trained data makes the phenomenon called “overfitting” noticeable, by which the accuracy of non-trained data drops. In typical deep learning, the overfitting is reduced by the regularization that applies restrictions so as to decrease the sum of squares of the weighting parameters of the deep neural network. This has however resulted in the issue with which the mixed presence of the layers troubled by under-fitting due to excessive regularization and those troubled with overfitting due to weak regularization will limit the accuracy improvement. The technique called the data augmentation is often used for an artificial data increase by rotating images or changing their sizes. However, this technique is not always capable of generating data that can contribute to the accuracy improvement.


    The present paper introduces two technologies that have been developed for effective deep learning that can solve the issues posed in the training of small data, called the layer-wise adaptive regularization and the adversarial feature generation. The validities of these technologies are also demonstrated through evaluation experiments using public datasets for handwritten digit recognition (MNIST) and general object recognition (CIFAR-10).


  


  
    2. Layer-wise Regularization


    2.1 Deep learning and overfitting


    This section gives a simple description of the mechanism of deep learning (Fig. 1). First, the training data composed both of data and the correct answers are prepared in advance. Then, the connections of neurons should be tuned so that the output from the network after data input matches the correct answers. This action is called the training, and the training will be provided to each training data until the error between the output and the correct answer becomes sufficiently small.
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        Fig. 1 Mechanism of deep learning input.
      

    


    If the amount of training data is small, a phenomenon called the overfitting becomes noticeable, with which overfitting to even the noise contained in the data may deteriorate the accuracy for the untrained data (Fig. 2). The conventional technology for reducing it is the L2 regularization. This technique however brings about minimization of square sum of the trained parameters (connection weights with the deep learning technology) as well as the errors between correct answers and outputs. This can decrease overfitting by preventing the parameter values from increasing excessively. However, on the other hand, too strong regularization hinders the advancement of training and drops the adaptability to data (Fig. 3). Therefore, to achieve a high accuracy, it is critical to set the optimum strength for the regularization (Fig. 4).
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        Fig. 2 Example of overtraining.
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        Fig. 3 Example of excessive regularization.
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        Fig. 4 Example of optimum regularization.
      

    


    2.2 Issues of the conventional L2 regularization


    Deep learning is a method of training a neural network with a deep layered structure. It updates the connection weight of each layer by propagating the error between the output and the correct answer to the layer above it. This technique is referred to as back propagation, by which the updating is performed as shown below;

    


      [image: 190124_05.jpg]
    


wi being the connection weight of the i-th layer, Δwi is the gradient with respect to wi calculated by back propagation, μ is the training ratio determining the scale of updating, and λ is the regularization coefficient determining the L2 regularization strength. Δwi acts as the accelerator for advancing the training so as to minimize the error between the output and the correct answer, and λwi acts as the brake for reducing the accelerating action. Consequently, in order to obtain an optimum regularization effect, value λ should be set to balance Δwi and λwi appropriately.


    When Δwi is calculated with the back propagation of error, the scale of propagation varies depending on the network structure in the upper layers than the i-th layer. On the other hand, since the value of λwi is determined exclusively depending on the connection weights of the i-th layer, the balance between the two values varies between layers. Nevertheless, since the conventional deep learning uses the same λ in all of the layers, the balance is different between the layers. This means that a mixed presence of the layers with excessive regularization and those with insufficient regularization results. This issue becomes more serious as the layer depth increases (Fig. 5).
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        Fig. 5 Issues in conventional L2 regularization.
      

    


    2.3 Layer-wise adaptive regularization


    To solve the issue described in section 2.2, the authors developed a technology called the layer-wise regularization. This technology determines the optimum regularization of the coefficient layer by layer, so that the ratio between the gradient and the regularization term is constant in each layer as shown below;
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λi being the regularization coefficient of an i-th layer, and c is the constant independent from the layer. However, because the gradient scale |Δwi| is unknown before training, it is not possible to obtain λi directly. Therefore, the ratio between the gradient scales of adjacent layers is estimated and the ratio between regularization coefficients is estimated based on the former ratio. This means that, once the regularization coefficient of the last layer is determined, the regularization coefficients of the other layers can be determined automatically and optimally according to the obtained ratio (Fig. 6). This method requires the regularization coefficient tuning of only the last layer. This means that the regularization coefficient of each layer can be determined adaptively with a similar amount of labor to the conventional L2 regularizaiton1).
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        Fig. 6 Effect of adaptive regularization of each layer.

      

    


    2.4 Experiment


    The authors evaluated the validity of this technology by an experiment using the MNIST handwritten digits dataset for comparison of the recognition accuracy with the conventional L2 regularization (Fig. 7). The horizontal axis represents the number of training samples and the vertical axis the error rate with respect to the test data. The graph confirms the effectiveness of this technology that can reduce the error rate from that of the conventional technology by nearly 20%.
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        Fig. 7 Comparison between layer-wise regularization and conventional L2 regularization.
      

    


  


  
    3. Adversarial Feature Generation


    3.1 Traditional data augmentation


    With the image recognition, the significance of objects in the image do not change even when the image is somewhat distorted. In order to deal with this issue, the deep learning often uses a technique called the data augmentation in order to increase data artificially by rotating or resizing the image.


    It is effective for the recognition accuracy improvement to train a large amount of hard-to-recognize data. However, the improvement by the data augmentation has been limited because it does not always generate such types of data. In addition, it has been necessary to have specialists adjust the data generation method, so that the generated data does not exert adverse effects depending on the types of data such as image and audio (Fig. 8).
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        Fig. 8 Traditional data augmentation.
      

    


    3.2 Adversarial feature generation


    To solve the issue described in section 3.1, the authors developed a technology called the “adversarial feature generation”. This technology generates hard-to-recognize training data artificially by intentionally varying the features obtained in the middle layers of deep neural networks, assuming that the output from a randomly selected middle layer is h and the network output for it is g(h);
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rmax is the perturbation added to feature h. In the formula above, KL is the Kullback-Leibler divergence that decreases as the similarity between two values increases. Obtaining r to maximize it means that output g(h + r) for feature h + r should differ greatly from the output before perturbation addition g(h). Since the data that produces most different output is regarded as hard-to-recognize data, the obtained h + rmax is called the adversarial feature. However, since applying no restriction to the scale of r results in producing a perturbation having an adverse effect, rmax is obtained by applying the following restriction.
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Here, [image: 190124_13.jpg]>0 is the parameter defining the scale of r and should be set in advance. Since an adversarial feature in accordance with input data is generated every time data is input, the recognition accuracy can be improved by performing training so that the adversarial features can be recognized correctly2).


    Traditionally, the training data has been increased artificially by deforming the input data before the data is utilized in deep learning. On the other hand, the adversarial feature generation performs training while generating hard-to-recognize and difficult data inside the deep neural network. Because of automated training data generation based on values in the network instead of using the input data, this technology makes it possible to apply it universally and efficiently to various data, without the need for tuning by specialists (Fig. 9).


    
      [image: 190124_14.jpg]

      
        Fig. 9 Difference between traditional data augmentation and adversarial feature generation.
      

    


    3.3 Experiment


    The authors evaluated the validity of this technology by an experiment using the MNIST handwritten digits dataset and the CIFAR-10 object recognition dataset for comparison of the recognition accuracy with the traditional data augmentation (Figs. 10 and 11). The horizontal axis represents the number of training samples and the vertical axis the error rate with the test data. The graphs show that this technology achieves a lower error rate than the conventional technique and provides a similar accuracy to the conventional technique with about a half of the amount of training data.
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        Fig. 10 Effect of adversarial feature generation (MNIST).
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        Fig. 11 Effect of adversarial feature generation (CIFAR-10).
      

    


  


  
    4. Conclusion


    This paper introduces the two technologies developed by the authors in order to enable efficient deep learning with a small amount of training data. The layer-wise regularization solves the previous issue of the mixed presence of layers with too strong and too weak regularizations, by allowing the regularization coefficients, which varies layer by layer according to the network structure that is to be set optimally. The adversarial feature generation solved the traditional problem of the difficulty of producing data that can contribute to the accuracy improvement, by performing training while automatically generating hard-to-recognize data based on values in the network. It also avoids the need for the tuning of data generation by a specialist. The authors will accelerate the practical implementation of these technologies as they enable the application of deep learning to real problems for which it is hard to prepare a large amount of training data.
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    Abstract


    AI needs an extremely high computing performance due to an increase in data scale and complications in algorithms. Consequently it has become critical to use hardware accelerators arranged for specific purposes. Considering the difficulty for individuals to develop AI that covers a very wide range, the software for supporting the accelerators, called the framework software, has also become important. This paper is intended to introduce Flovedis, a framework for statistical machine learning using supporting accelerators developed by NEC as well as the Vector Engine, an accelerator supporting both statistical machine learning and deep learning.
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    1. Introduction

    The AI uses various algorithms such as statistical machine learning, deep learning, reinforcement learning, combinational optimization and image analysis. As AI takes a very long time to learn the huge amount of data and also because of complications in the algorithms and the increase in the data scale, the required computations are tending to grow year on year1). Meanwhile, the recent slowdown in the impact of the Moore’s law claiming that computer chip performance would roughly double every 18 months, proficiency in the use of specific architectures is increasing in importance. Processing-specific architectures have already been released several times in the past but they were driven away by the CPUs, which are universal processors, as indicated under the Moore’s law. Nevertheless, as the restrictions of the power consumption of chips caused the operating frequencies to reach a limit, the processing performance of the single CPU thread peaked at around 2005. Though this situation has advanced the multi-core design, an increase in the speed is restricted by the parts to be executed sequentially in the program, so improvement of performance is no longer expected, even if the number of cores is increased further (Amdahl’s law). As a result, the recent trend is to use various accelerators (hardware) such as the GPU, vector processor, deep learning chip and FPGA in appropriate places, considering the characteristics of AI processing.


    From the viewpoint of implementing social solutions that can deal with future issues of increased complexity, one of the issues for the AI platforms is the need for a huge input of precise man-hour deployment. The reason for this issue is the advancement of specific-type architectures as described above. It is necessary to understand completely the AI processing required for implementing this solution and to select/combine the right hardware for the processing in order to improve performance using specific-type architectures. This means that there will be increasingly precise man-hour deployment following increases in these types of accelerators.


    What is important for dealing with the massive increase in man-hours is a software framework for AI (hereinafter “the framework”). The framework is the software that provides the components used to implement the various AI algorithms described above, which are called the libraries. In many cases, the algorithms are implemented by combining libraries. It is because the framework provides the libraries matching the accelerators in advance that the AI developer can easily develop the AI optimized for the accelerators.


    The following sections describe the accelerators and frameworks.


  


  
    2. Accelerators


    As described in the above, AI uses accelerators incorporating processors selected by emphasizing the performance rather than the universality. This is in addition to the CPU that is widespread and compatible with various kinds of software. Before introducing the accelerators, let us consider the techniques for improving processor performance. Recently, processors are improving performance by making use of the vector processing that refers to the processing for applying simultaneous and parallel computations to multiple items of different data. This is executed by incorporating and simultaneously running multiple computing units in a processor. It can improve performance by increasing the number of computing units and heightens their rate of utilization. Many of the libraries for AI are capable of vector processing.


    On the other hand, processing that is incapable of running multiple computing units simultaneously is called the scalar processing. The performance of scalar processing cannot be improved by increasing the computing units. However, it is important to increase the operating speeds of computing units and to use high-function computing units. The required costs are higher than those for improving the vector processing performance. The frameworks for AI frequently use scalar processing outside of the libraries, for example in the context of library execution management.


    It can be regarded that the processor putting importance on the performance of scalar processing is the CPU and the processors emphasizing the performance of vector processing are the accelerators. The CPU also introduces the vector processing but the accelerators achieve several times higher vector performance by incorporating larger numbers of simple computing units and by expanding the memory bandwidths to improve the computation and memory performances required for vector processing. With the design of AI, the library processing is executed by the accelerators and other processing by the CPU. The memory performance represents the capacity of the data supply to the computing units. Its insufficiency produces idle computing units, which means that it is an important performance indicator of processors.


    The accelerators can be divided into the universal type and the deep learning-specific type. The universal type is not as universal as the CPU, but the incorporated programmable processor core makes it possible to execute various processing operations by rewriting the program. Examples of such accelerators is the CPU emphasizing the number of computing units and the Vector Engine emphasizing the memory performance. As it is difficult to achieve the highest levels in both the computing performance and the memory performance, the allocation of a balance between them defines the properties of accelerators.


    With the deep learning used in image recognition, etc., the processing known as convolution becomes a bottleneck. Some of the recently launched accelerators incorporate the convolution-specific computing units in order to increase the number of computing units and to thereby improve the performance. These accelerators are categorized as deep learning-specific type accelerators and one of their examples is the TPU. Certain GPUs also incorporate convolution-specific computing units so that they can manifest the deep learning-type properties.


  


  
    3. Frameworks


    The framework performs the library execution management, memory management and accelerator management, in addition to the provision of the libraries for AI. It also performs optimization for increasing the processing speed, such as optimization by linking multiple libraries and optimization of inter-server communications. The visualization of the learning process and the profiling of performance are also among its roles. In this way, the framework has become indispensable for the development of AI by providing many functions for it. Further technological development of the framework is actively underway.


    The framework has the characteristics that are useful from various viewpoints.


    
        	Types of supported libraries

        	Design of programming interfaces

        	Compatible programming languages

        	Types of supported accelerators

        	Compatibility with distributed processing

        	Presence of vendor support

   


    The framework is selected according to the properties of the AI algorithms to be developed and the skills/experience of the development team. If the framework does not provide a library as necessary the user must implement one. The extendibility in such cases is therefore very important.


    Among these characteristics, particularly important are the “types of supported libraries” and the “types of supported accelerators”. Whether or not the framework is equipped with sufficient libraries for the algorithms to be developed affects the development efficiency considerably. From the viewpoint of the types of libraries, the framework can be classified as the statistical machine learning emphasis type and the deep learning emphasis type. The recent attention to the deep learning in the field of image classification has led to the launch of several deep learning emphasis-type frameworks, including TensorFlow, Keras, PyTorch, Caffe, Theano MXNet and RAPID machine learning. On the other hand, the frameworks putting emphasis on the statistical machine learning include Frovedis, Spart (machine learning lb) and Scikit-learn.


    From the viewpoint of processing performance, the accelerators supported by a framework are important. There are multiple accelerators for AI as described in section 2. Since the performance and programming characteristics of the accelerators differ between each other, it is difficult to be compatible with all of the accelerators. The technological development is therefore conducted to perform the execution management and profiling in an integrated manner and to achieve optimization for efficient use of the accelerators.


  


  
    4. NEC’s Approach


    NEC believes that increasing the speed of AI for statistical machine learning as well as deep learning will be increasingly important in the future. Below we describe the accelerator under development by NEC, called the Vector Engine, and the statistical machine learning
framework called Frovedia.


    4.1 Accelerator Vector Engine


    Vector Engine is an accelerator that inherits the technology of the SX series of vector-type supercomputers. Its main feature as hardware is the memory bandwidth at the world’s top level at present (1.2 TB/s), and its main features as software are the programmability of general languages such as C/C++ and the compiler with a powerful auto vectorization capability. With these features that are important for library optimization, it can be regarded as the optimum accelerator for the developers of framework and the engineering for developing most advanced algorithms.


    The SX-Aurora TSUBASA series are the servers incorporating Vector Engine. A wide range of products including the tower type, rack type and large type make the series applicable to various usage cases. The Photo shows an external view of Vector Engine.
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        Photo External view of Vector engine.
      

    


    4.2 Statistical machine learning framework Frovedis


    Frovedis is a high-performance framework for use in data analysis. It supports the CPU and Vector Engine and features compatibility with the distributed processing. It is consequently capable of fast execution of even the large-scale processing that needs multiple servers. It also features a rich range of libraries for statistical machine learning. The programming interfaces are compatible with programming languages Python and Scala as well as C/C++, and the APIs for Python’s Scikit-learn machine learning library and Spark MLlib are provided. This means that any software based on them can be used with minor modifications of programs.


    Although statistical machine learning libraries contain many memory bandwidth-dependent processing operations, Frovedis supports Vector Engine with a high memory bandwidth so it can execute such libraries at very high speeds. The Figure shows the performance of Frovedis by comparing the performances of machine learning libraries for the logistic regression, k-means clustering and singular-value decomposition between Frovedis on Vector Engine and Spark on the CPU (Intel Xeon). These results indicate that Frovedis on Vector Engine is by tens or hundreds of times faster and has a potential for finishing processing that used to take tens of hours in a few minutes.
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        Fig. Performance of Frovedis on Vector Engine (compared to Spark on CPU).
      

    


    4.3 Framework compatibility situation


    The Table shows the algorithms and accelerators supported by representative frameworks. TensorFlow is deep learning oriented but is actually the framework to be most widely adopted worldwide. Its special feature is the large number of compatible accelerators. Among the statistical machine learning-oriented frameworks, only Frovedis is compatible with accelerators. On the other hand, from the standpoint of accelerators, Vector Engine is the sole accelerator supported by both the statistical machine learning-oriented framework (Frovedis) and the deep learning-oriented framework (TensorFlow). This fact supports the important positioning in AI of Frovedis among frameworks and of Vector Engines among the accelerators.


    
      
        Table Frameworks and compatible algorithms and processors
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    5. Conclusion


    In the above, this paper descri bes Vector Engine and Frovedis, which are respectively the particularly important accelerator and framework for the computing platform designed to support AI. NEC will continue preparation of the frameworks capable of utilizing various accelerators in the appropriate positions for use in various AI processing operations.
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