
  [image: cv_v11n1.jpg]


  

  
    
      Table of Contents
    


    
      CONTENTS
    

  


  
    Paper Abstracts

  


  
    ◇AI & Social Value Creation - The World of NEC the WISE -


    
      	Remarks for Special Issue on AI & Social Value Creation


      	Social Vision in the Age of AI ・Work, life, and the pursuit of a new ethics


      	NECs Vision for AI in Social Value Creation

    


    Creating new social value


    
      	Safety Operations Supporting the Security of Urban Locations


      	The Retail Industry Offers New Experiences for Consumers


      	NEC the WISE for City Transportation


      	Industrial Operations Supporting Industry 4.0

    


    A world-leading array of AI technologies


    
      	Video Face Recognition System Enabling Real-time Surveillance


      	Optical Vibration Sensing Technology Improves Efficiency of Infrastructure Maintenance


      	Automated Security Intelligence (ASI) with Auto Detection of Unknown Cyber-Attacks


      	Profiling Across Spatio-temporal Data Technology to Enable Detection of Suspicious Unregistered Individuals among Multiple Surveillance Camera Images


      	Customer Profile Estimation Technology for Implementation of Precise Marketing


      	Quality Control in Manufacturing Plants Using a Factor Analysis Engine


      	From Prediction to Decision Making ・Predictive Optimization Technology


      	Dynamic Bus Operations Optimization with REFLEX


      	Individual Recognition Based on the Fingerprint of Things Expands the Applications of IoT

    


    NECs open innovation is generating exciting developments in AI technology


    
      	Achieving a more omoroi society through the application of the brain’s yuragi (fluctuations) to bring computer energy consumption down to an amazingly ultralow level


      	What is Brain-Morphic AI?


      	Combining AI with simulation technology facilitates decision-making even under conditions where data is limited

    

  


  
    List of Abbreviations Used in This Issue

  


  

  
    
      Paper Abstracts
    


    
      Special Issue on AI & Social Value Creation
    

  


  
    Special Issue on AI & Social Value Creation


    ■Creating new social value


    Safety Operations Supporting the Security of Urban Locations


    New types of criminal activity such as home-grown terrorism are becoming difficult to prevent by the traditional monitoring methods that focus on a visual black list matching. In the future it is expected that the utilization of various AI technologies as well as white list matching will make it possible to detect the unsuspected anomalies that are hard to discover or predict by human endeavor alone. Thereby it will be possible to adopt measures that will even be able to deal with new types of crime. The system design is also anticipated to shift from crime prevention market to normal operation management market, so that even greater value can be created. This paper outlines the viewpoint of NEC regarding surveillance solutions in support of the safety and security of urban locations and discusses progress in creating technologies that will provide support for them.


    The Retail Industry Offers New Experiences for Consumers


    The retail industry is entering an era of major reforms. This is due to circumstances that include demographic changes brought about by the recent low birth rates and a trend toward increased longevity, changes in lifestyle and taste and rapid changes in the ICT environment. This paper introduces perspectives for reforming the procedures adopted in actual shops by using AI. These include loss reduction by visualization of persons and things in the shops, improvement of the efficiency of shop procedures by real-time identification of purchasing behaviors, support for shop management by AI and improved shop standards by IoT.


    NEC the WISE for City Transportation


    City transportation plays a significant part to the society in driving urban mobility and productivity that realize smart cities vision. The program by NEC the WISE for transportation assists cities such as Singapore in achieving smooth and convenient travels for commuters. The objective is to build smarter management and optimization systems for trains, buses, taxis as well as smarter traffic management system to ensure that commuters get from one place to another in the fastest and most convenient way. This can be achieved using AI to perform performance monitoring, demand management, schedule optimization and social media analytics.


    Industrial Operations Supporting Industry 4.0


    Industry 4.0 (The fourth industrial revolution) has the purpose of enabling mass-customization in the manufacturing industries and in significantly reducing manufacturing costs by advancing the entire SCM. In the near future this trend is expected to spread throughout the manufacturing plants of Japan. This paper focuses on the industrial operations (operations management) that are applying the AI technology and by which especially important reforms may be expected to be introduced. Industrial operations issues related to cost minimization and quality maximization that are important in applying AI technology are also introduced as are the AI technology procedures used by NEC in this field.


    ■A world-leading array of AI technologies


    Video Face Recognition System Enabling Real-time Surveillance


    The recent sharp increase in terrorist attacks has made the security of public facilities such as airports, restaurants and hotel lobbies a global issue. The face image in a passport is an only data to be used for personal authentication worldwide, regardless of nationality. In addition, the face image recognition offers a unique advantage compared to other personal authentication technologies because it enables to authenticate people from a distant location such as personal identification through surveillance cameras. NEC joined the Face Recognition Vendor Tests of the U.S. National Institute of Standards and Technology (NIST) in 2009 and gained the top ranking three times consecutively. This paper introduces the NEC video face recognition technology for use in video surveillance.


    Optical Vibration Sensing Technology Improves Efficiency of Infrastructure Maintenance


    Optical vibration sensing technology is the worlds first technology to utilize video to estimate the level of deterioration within critical public infrastructure, such as bridges. This technology precisely measures surface vibrations on the structure being analyzed and then estimates the degree of internal deterioration - i.e., cracks, flaking, and cavities - based on the characteristics of those vibrations. This means that it is now possible to analyze the interior deterioration of a massive structure from ground level with no need for scaffolding. As well as enabling early detection of deterioration and significantly reducing inspection costs, optical vibration sensing makes it possible to quantify the amount of internal deterioration irrespective of how skilled or experienced the inspectors are. Future iterations of this technology will deliver even more sophisticated capabilities as we continue to improve deterioration transition forecasting and automatic generation of maintenance plans.


    Automated Security Intelligence (ASI) with Auto Detection of Unknown Cyber-Attacks


    It has now become necessary to adopt countermeasures against cyber-attacks that are becoming more sophisticated as the years pass. Automated Security Intelligence (ASI) is a self-learning, system anomaly detection technology that collects detailed operations logs from PCs and servers using monitoring software. It then generates the usual status of the surveyed system by applying machine learning (AI) to the log and compares it with the current system operations in order to detect even unidentified attacks. When this technology is applied to a security monitoring system, more robust security can be implemented thanks to detection throughout the attack process, including in the intermediate stages such as Exploration and Installation inside the system, as well as at the initial and final stages of the attack stages.


    Profiling Across Spatio-temporal Data Technology to Enable Detection of Suspicious Unregistered Individuals among Multiple Surveillance Camera Images


    The past few years have seen the introduction of huge numbers of surveillance cameras in urban locations, both private and public. To date, the images recorded by these cameras have largely been used in the investigation of crimes after the crimes have occurred. However, with the growing threat of crimes that pose a significant risk of major damage or loss of life such as terrorist attacks, governments and security institutions are seeking ways to detect and prevent such incidents before they occur. This paper discusses new image search technology that makes it possible to detect not only those individuals already registered in a security database such as conventional wanted suspects, but also individuals who may not be registered but exhibit suspicious behavior. Using NECs face recognition technology and analyzing pedestrian appearance patterns, this technology is expected to help prevent crimes by facilitating early detection of suspicious individuals.


    Customer Profile Estimation Technology for Implementation of Precise Marketing


    The assignment of features to individual products (product DNA as seen from the perspective of the customer) is becoming popular. Although the aim of this technology is to implement marketing based on the hobbies and tastes of customers, it is often accompanied in practice by troublesome issues. NECs customer profile estimation features low labor input and yields high accuracy. It is a technology based on NECs unique strategy of relational data mining technology that predicts the profiles (job, hobby, annual income, etc.) of all customers, being evaluated from some of entire data. When the customer profiles are enhanced using this estimation technology, it becomes possible to discover the real needs related to buying, display, new product planning and sales promotion for individuals who have previously been overlooked. The technology will thereby enable the effective planning of more specific measures.


    Quality Control in Manufacturing Plants Using a Factor Analysis Engine


    A factor analysis engine is an analysis technology that secures the product quality of manufacturing industry production plants. Traditionally, when the quality of a product deteriorates an expert analyzer is employed to assess the quality deterioration factors by using experience based data analysis. However, this process often takes a long time or is unable to accurately specify the factors. The factor analysis engine solves these issues by automatically analyzing the time-series data of the sensors installed in the production facilities, by identifying the factors that are causing the quality deterioration and by providing information on remedial action that leads to solutions. This paper introduces the characteristics and mechanisms of the factor analysis engine and also describes an example of its application.


    From Prediction to Decision Making - Predictive Optimization Technology -


    Energy demand forecasting for each city area, sales prediction for each product in a retail store, prediction of decline in customer satisfaction toward provided services, etc. The importance of accumulation and utilization of big data is now recognized widely. Progress in the machine learning technologies, such as in NECs heterogeneous mixture learning technology is enabling highly precise data-driven predictions. This paper introduces decision making and actual application cases using artificial intelligence (AI) together with the associated challenges that go beyond prediction. The Predictive Optimization discussed here is the state-of-the-art technology that allows us to make decisions (what should we do) based on predictions (what will happen).


    Dynamic Bus Operations Optimization with REFLEX


    High frequency bus operations in metropolitan areas should provide a reliable service to passengers by reducing their EWTs at bus stations. In several metropolis such as London and Singapore bus operators receive monetary incentives if they manage to reduce the EWTs of passengers or penalties if they fail to do so. However, optimizing the regularity of bus operations by preventing bus bunching is a computationally intractable problem and bus operators are not able to schedule the daily bus trips in an optimal way. Therefore, they rely on in-house expertise to manage their operations without fully exploiting the potential of applying operational control measures such as dispatching and bus holding at stations. For this reason, our work models the regularity-based bus operations and introduces REFLEX, an AI agent which enables the implementation of bus control actions. REFLEX uses a heuristic Sequential Exterior Point Greedy method for optimizing bus service operations and is tested in a trial with a major bus operator in Asia. REFLEX was able to optimize bus services with 200+ daily trips in just 1-2 minutes of computational time, while providing 17-35% theoretical service regularity improvement subject to a set of strict operational constraints such as adherence to layover times and departure frequencies ranges. Thanks to REFLEX rapid computation, bus operators can also simulate further service regularity improvements resulting from relaxing some operational constraints or adding more trips. Looking further, REFLEX can be combined with e-paper based timetable displays to provide a fully dynamic operational schedule and will be extended to support multi-modal interchange optimization.
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    As a social value innovator, NEC is not only tackling global issues ranging from the essential resources of food, water and energy to global warming, natural disasters and our aging social infrastructure, but also taking the initiative in meeting the challenge of honing Japans competitive edge across industries. All our endeavours share a common destination: the realization of a safe, secure, efficient and equal society for all.


    Many of the issues that demand urgent solutions are quite complex in such a way that many factors contributing to those issues are influencing each other. Tapping the power of AI (Artificial Intelligence) is expected to play a significant role in their solution. At NEC, we define AI as the use of computers to replicate human intellectual activities by making use of machine learning technology. At the heart of our approach is an array of advanced visualization, analysis and control/guidance technologies. We have invested over half of a century to the research and development of these AI-related fields of technology. In fact, it was 1986, precisely 30 years ago when NEC Technical Journal (in Japanese) featured our vision of AI for the first time. Driven by this long history of research and development, our suite of AI technologies in the domains of visualization, analysis and control/guidance have attained a list of worlds firsts and the only one of its kind in the world status, and have continued to set the highest global standards. We call this lineup of cutting-edge AI technologies NEC the WISE. (For more information, please refer to the last section of this issue.) For each issue to be solved, we will provide a high value-added solution by optimally combining AI technologies selected from the NEC the WISE lineup. NECs another unique advantage is the ability to provide a platform that can fully exploit the full potential performance of our AI by utilizing our technological strength in the fields of computing, networks and security. This capability enables us to provide solutions with sufficient performance with security, even under restrictive conditions such as limitations on available electrical power.


    NEC has already provided a high valued-added solutions in a wide variety of fields such as an immigration control system featuring our facial recognition technology that has consistently been recognized as having the worlds highest degree of accuracy, a failure prediction system that can provide early detection of the subtlest warning signs of failure in large-scale plants, and a retail order placement system that uses high precision demand forecasting based on machine learning.


    The solutions provided by NEC optimally combine our AI-driven visualization, analysis and control/guidance technologies to increase their value to the customers from monitoring to analysis, analysis to forecast, and forecast to prescription/preventative action. This is truly a co-creation with our customers that realizes the amplification of the solution value at customer business site. For the creation of solutions that use the power of AI, the utilization of a wide diversity of data is required in addition to advanced AI technologies. From that perspective as well, Open Innovation is indispensable. In pursuit of advances in this field, NEC is not only closely collaborating with customers, but also pursuing strategic alliances with universities, research institutions and venture businesses.


    For the issues that we can set a clear solution goal, such as the realization of uninterrupted operation of plants or the realization of the smart cities, NEC has been providing numerous solutions already. Through the incorporation of AI, we have achieved unprecedented increases in efficiency. From now on, it will be important to study what kind of contribution AI can make for the issues that we do not even know the solution goal. It is necessary to think about the challenge of orchestrating a brighter human-centric society through the harmonious collaboration of people and AI, and consider the many ways that people and AI can engage, not only from a technological standpoint, but also from variety of perspectives.


    In this Special Issue AI & Social Value Creation, we would like to introduce our activities in creating social value with NECs AI platforms, our vision for social solutions, and the broad range of AI technologies that support their realization. Also in special interview with an NEC researcher and his counterpart in a large-scale collaboration project pursued by NEC in the field of AI, you will get a peek at our vision of the technology that will drive our future solutions. We invite you to read the articles together with the cited technical papers.


    On behalf of everyone at NEC, I would like to express our sincere gratitude for your readership and reliance on our products and services, and our hope that you will continue to provide us with your support and encouragement.
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  Social Vision in the Age of AI

  - Work, life, and the pursuit of a new ethics -
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    As AI becomes ever more prevalent, one thing is certain: its impact on society will be tremendous. How will AI evolve? How will it change the way we work? And how will it affect the nature of our society? We asked Mr. Joichi Ito, the director of the MIT Media Lab, about his vision of the future.

  


  
    What if AI eliminates the need for human work?


    There is growing concern that people will lose their jobs as humans are replaced by artificial intelligence (AI). Recent progress in AI is undoubtedly remarkable, so its understandable that people are starting to worry about the future of work. But this is nothing new. Advances in technology have always changed the way we work, eliminating some jobs, while creating new ones. There are many things we can learn from past examples such as the Industrial Revolution. The real problem is how to cope with the possibility that the spread of AI will make human work unnecessary.


    For example, one field where AI could have a big impact is medical care because large-volume data analysis is ideally suited to machine learning.


    It takes many years of hard work and study for a human to become a doctor. And that effort doesnt end once they become a doctor. Keeping up with the latest knowledge is crucial in order to stay abreast of progress in medical care. An AI technology, on the other hand, can easily absorb massive amounts of information, continuously updating its knowledge base. In other words, its possible that AI will take over tasks conventionally performed by humans, such as diagnosis.


    Should this happen, the role of doctors may change from that of hand-on practitioners to something more like an AI operator. Or the importance of their role may be more critical as an interface with nurses, pharmacists, and patients and as a medium for relaying to patients the assessment of the AI.


    If thats the way the future turns out, people will simply go to a pharmacy when they get sick, only going to see a doctor at a hospital when it is specifically necessary. Should that be the case, the occupational role of doctors will significantly change and there will be attempts to deregulate medical practices that can be performed by nurses and pharmacists. As a matter of course, the educational system will also change.


    What we must think about when AI changes the way we work is how our society should accept AI and robots. The answer to that may differ depending on the country.


    As AI spreads, jobs that are suited for AI and robots will be the first ones to be replaced. I think this kind of trend will be welcomed in countries like Japan, where there is inherently little antipathy towards the introduction of new technology and the population is rapidly aging. On the other hand, countries with larger and younger populations like the United States may not be as willing to accept these changes because the idea of increasing the unemployed is abhorrent. My prediction is that these differences in willingness to accept AI and robots will directly affect the competitiveness of nations per se.


    If AI starts replacing human labor, it will spur the introduction of a universal basic income, which guarantees a base level of household income. If AI and robots improve the efficiency of industry and society, there may come a time when people dont necessarily have to work. If that does happen, many people may lose their sense of worth because they have no work to do. I think this is critical and we need to discuss what we should do about the raison detre we get from our work. Maybe, there will come a time when we live in a world like ancient Greece where we let AI do all the work and we concentrate on philosophy, art, and sports.


    I think our present sense of the value of money and the value of human relationships will change if all that is achieved. For example, its possible that an index to measure the value of a nation such as GDP may be expanded to take into consideration household chores, childcare, and other social contributions.

  


  
    Bias in data and the issue of ethics are the keys to safe utilization of AI


    Is AI a danger to humanity? From renowned thinkers like Stephen Hawking to innovators like Bill Gates, the notion of a singularity in which AI surpasses the intelligence of humans and poses a threat to the very existence of our species has led many to fear the development of AI. This fear has become to subside and many scientists today think that such an event is unlikely. Its not utterly implausible that AI will be autonomous, but I dont think it will be common. Even now, the formation of knowledge by humans and computers in groups is called collective intelligence. I think it is more likely that humans and computers, or data, will collaborate with each other to perform various tasks.


    In addition to the role of doctors surrogate I already mentioned, AI is expected to be effective as a support tool for judges and police officers.


    Currently, one of the biggest issues in the US justice system is how to set the amount of bail. For example, if a single mother is arrested for speeding and the bail is too high for her to pay, she will be incapable of paying it and sent to jail. If this happens, the mother cant work and her children cant go to school, resulting in a broken home. This will result in much greater damage to society than the actual offence.


    To prevent this from happening, it is necessary to set bail appropriately. However, there are countless cases like this, and judges make their decisions quickly and intuitively. I think this problem could be solved by using AI to determine bail amounts based on previous criminal record and potential flight risk.


    Similarly, when it comes to releasing a prisoner on parole, decisions are often made intuitively. There are many problems with this. Some research suggests parole decisions can become harsher over the course of a day since judges take a lunch break. In this case too, results can be optimized by referring to the judgment of an AI. As we have seen, humans have weaknesses and biases that can affect their decisions. Applying AI in these situations can produce optimized outcomes, helping change society for the better.


    There are problems with AI, however. In particular, is the problem we call the bias of data in learning. For instance, the law enforcement system in the United States uses a type of AI called predictive policing that advises officers where to go in order to prevent crimes. In New York, police officers can question anyone who looks suspicious right on the spot. However, racial discrimination is persistent in that country, and arrest rates are higher in black neighborhoods. In other words, if data on arrest rates is used, the AI determines that there are more suspicious people in black neighborhoods, causing a vicious circle of more arrests of African-Americans. When there is a bias in data like this, AI ends up making biased decisions, so it is important to figure out how to eliminate this.


    This problem also leads to the question of social ethics. As is clear from todays US politics and presidential race, there are many cases in which people can come to a conclusion that may conflict with what is considered an ethical or social good. Simply talking about it doesnt help create AI with a high ethical standard. Teaching ethics to AI is difficult. Its just like teaching ethics to students. If things arent done right, there is a danger of amplifying the evil elements that exist to some extent in all of us.

  


  
    AI will change the nature of humanity


    In the next ten years, we can expect a rapid increase in the number of cases in which AI will make socially important decisions in areas where human lives are at stake, such as autonomous driving and medicine. In the case of self-driving vehicles, one of the most salient issues is how to decide what such a vehicle should prioritize in the event of an emergency  for example, whether it should protect the passengers lives or the pedestrians lives.


    As people become accustomed to the presence of AI in different aspects of their lives, society will begin to experience dramatic changes. When self-driving vehicles become commonplace, those people who insist on driving themselves will come to be seen as dangerous outliers, much as drunk drivers are regarded today. Inevitably, this will result in conflict between the idea of the public good and the individuals right to the enjoyment of driving. I expect something like this will happen in Japan sooner than in the United States because the Japanese adore gadgets.


    Talking about twenty years from now, its possible that AI will make a discovery beyond our imagination and surpass humans. Even now, there are more than a few researchers who believe that we will soon create robots that learn on their own initiative and have their own opinions. If that happens, AI could move into areas where humans have made decisions so far  such as companies managed by AI and funds controlled by AI. In terms of working based on processes, governments and corporations are entities that are inherently well-matched with AI, so at some point AI may take control over such entities.


    In thirty years or so, as the biological sciences  such as genetic engineering  progress in tandem with this, we could see humans physically connected to computers. As Hiroaki Kitano who heads Sony Computer Science Laboratories is trying to file more than a million medical papers per year using machine learning has pointed out, medical research itself is being accelerated by AI. If this trend spurs research into genetic engineering, there will be arguments about whether computers should be made with silicone or biological material. So someday there will be no boundary between natural and artificial objects. These kinds of things will happen in the research layer within ten years. And I think they will be a reality in the real world within thirty years.


    In other words, there will be a time when human functionality will be expanded. When it becomes possible to prolong peoples lifespans and backup peoples bodies with clones, there will be arguments about how to deal with the resulting problems of culture, ethics, and human emotion.


    Resistance to this future may seem strong today, but remember, just thirty years ago the idea of in vitro fertilization generated a tremendous amount of antipathy. Today, it is accepted as normal. In this way, people sooner or later accept new things as long as they are socially valuable. So I have a feeling that progress in biological sciences will eventually be accepted too.


    By the way, as I mentioned earlier, there are many people who worry that AI will become more intelligent than humans. But humans with expanded functionality made possible by bio-engineering may be more frightening. Thats because humans have their own mind, and if evil humans expand their functionality, they can potentially be more dangerous than AI.


    Its not easy to predict when what I have said will happen and how the world will change. I think what happens in the future will depend on the timing of these breakthroughs.

  


  
    * This article is edited based on an interview conducted in July 2016.
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  NECs Vision for AI in Social Value Creation


  
    For the past several years, the world has witnessed an explosion of activity in the domain of artificial intelligence that has been termed the 3rd AI boom. NEC has devoted over half of a century of research and development to the field of AI that has culminated in the development of NEC the WISE - an array of cutting technologies including machine recognition and natural language parsing. By examining the undercurrents that have driven our development of NEC the WISE including the concepts and directions for future AI research and development from the perspective of the three functions of AI: Recognition, Optimization and Reasoning, this article will introduce the reader to the expanded customer value and our approach to developing solutions to issues facing society that NEC aims to achieve through AI.
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    1. Introduction


    Beginning in the 1950s, AI research and development has aspired to creating thinking machines that can flexibly and rationally respond their environment like human beings. With the explosive increase in data that accompanied the arrival of the Information Revolution and the establishment of machine learning tools that enable efficient analysis of these data, the 3rd AI Boom has steadily gained momentum. From the enhancement of the efficiency of complex systems like autonomous driving systems and grasping even indistinct indications such as abnormal operation detection to even engaging people in a dialog, the application scope of AI is expanding to a degree unmatched by previous booms in development.


    In response to the increasingly complex and highly sophisticated issues facing our society, NEC has developed NEC the WISE - a suite of state-of-the-art AI technologies founded on our strong belief in solutions that apply profound wisdom derived from the collaboration of human beings and AI. The inclusion of the phrase the Wise (people of wisdom) in the naming of our technology expresses NECs aim of building a brighter world through the appropriate combination of diverse AI technologies to complement human capabilities and assist in the operation of various social systems. This special issue will introduce social innovation that we aim to achieve through NEC the Wise and the cutting-edge AI technologies that will support these changes.

  


  
    2. Creation of Social Value through AI


    In order to solve the complex social issues created by the six highly intricate and interlinked megatrends, NEC has set for itself the challenge of Seven Themes for Social Value Creation1). The factor shared in common by these seven value domains is how various social systems are making demands on their performance and efficiency far beyond the operation levels that have hitherto been provided by experienced workers with long years of experience. For this shortage of human resources with the needed advanced skills, the realization of a social system that offers safety, security, efficiency and equality far above current levels can only be achieved by the expansion of capabilities and productivity the individual. Here is where we see AI playing a key role.


    In order to solve these social issues, we have established a concept for a working framework called the Cyber Physical System (CPS) (See Fig. 1).


    
      [image: 160103_01.jpg]

      
        Fig. 1 Cyber Physical System (CPS) framework for social issue solutions.
      

    


    In CPS, we will employ IoT technologies (various sensors) and convert fresh real world situations into digital data. These data will be recognized/understood and analysed by various AI technologies, and then action plans will be formulated to determine the best course of action in response to the real world circumstances. Finally IoT technologies (various types of actuators) are again used, and the results of the decision-making process are translated into real world execution.


    Supporting this chain of steps will be 3 types of functions performed by AI: Visualization (Recognition/Understanding), Analysis (Forecasting/Deduction), and Prescription (Planning/Optimization). Through our application of statistical mathematical science and machine learning, we have created these functions from our exploration and exploitation of Big Data technologies. In order to provide these functions to the real world, technological innovation of the ICT platform supported by AI is also demanded; the computing technology that supports advanced processing, the network technology that links widely distributed data and processing modules, and the security technologies that protect data flowing through the system. NEC is also tackling the development of these advanced technologies in parallel with AI technologies.


    During our over half-century of development of AI-related technologies, NEC has provided globally leading technologies in the fields of Visualization, Analysis and Prescription. Fig. 2 shows some examples of our ground-breaking technology. The systematic combination of these technologies has led to business development in various fields including public safety, infrastructure/plant management (system operation), marketing, and operation innovation (manufacturing). Some typical solutions in each of those areas are shown in Fig. 3.
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        Fig. 2 Cutting-edge technologies that comprise NEC the WISE.
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        Fig. 3 Business applications of NEC the WISE.
      

    

  


  
    3. NECs AI R&D Vision


    As shown in Fig. 1, AI is comprised of three main function groups: Visualization, Analysis, and Prescription. In order to produce even more value in the future, we should not approach the development of each of these function areas independently of each other. The key will be how to combine them systematically and synergistically as shown in Fig. 4. Also by understanding high-level semantics, we must realize a flexibility of response that is currently considered possible only by human beings (See Fig. 5.)
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        Fig. 4 Value enhancement through functional synergies.
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        Fig. 5 Solving issues with Wisdom.
      

    


    Based on these two approaches, NEC is advancing its AI research and development in the three directions shown in Fig. 6.
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        Fig. 6 Directions of NEC AI research and development.
      

    


    (1) Automatic Identification AI ・Detection/Identification beyond human capabilities
3

    AI is supporting the performance of tasks that require a high degree of accuracy by providing highly accurate status recognition with instantaneous, simultaneous and multiple evaluation.


    Since the 1960s and our work on handwriting recognition systems, NEC has pursued a variety of avenues in AI research and development. Recognition consists of translating information in the real world in all its myriad forms into data that can be analysed by machines. This domain of AI functionality is the heart of NECs AI technology, and our advances in this field today provide personal authentication technology that can accurately detect and recognize face, fingerprints and veins; human behaviour recognition technology to support a safer and more secure society; and object recognition technology that enables the identification and management of individual items of every imaginable type  essentially using the object fingerprint technology to trace, authenticate and manage products and parts. Through these technologies, NEC is solving a human weakness in the value creation chain  human error, and realizing an order-of-magnitude improvement in safety compared with work undertaken only by human labour.


    In recognition AI, although the degree of recognition accuracy is important, the ability to accurately distinguish details independent of sensing conditions is very important. NECs face recognition technology is an example, which was ranked No. 1 in the world by the U.S. National Institute of Standards and Technology (NIST). Our solutions capability to persistently provide accurate identification using a 10-year-old photo as a reference regardless of ethnicity and age and despite purposeful attempts to disguise the identity with make-up and other contrivances is testament to the strength of our technology.


    (2) Optimization AI ・Optimization beyond human calculation
3

    Systems with a scale and complexity beyond a humans ability to process are generally performed by experienced personnel under certain rules. The improved efficiency of such system operations is achieved by AI supporting real-time decisions from a global viewpoint.


    In the field of numerical value data analysis  a typical function demanded for business intelligence, AI has driven advances for decades.


    NECs technology development has begun with factor analysis related to various phenomena such as detection of abnormalities and has progressed into the field of highly accurate and reliable forecasts for complex systems. It is now evolving into a predictive robust optimization framework technology that produces highly efficient and low-risk plans based on predictions. For example in the case of urban-scale water systems, our AI technology can thoroughly optimize system operations and achieve a 20% reduction in power consumption while maintaining current service levels.


    In recent years, the white box as it applies to optimization is garnering increasing attention. In the case of critical systems that perform a vital role in maintaining society, it is not sufficient to simply perform forecasting and suggest a response to conditions. These systems demand elucidation of the basis to the conclusions. NEC has realized the worlds first white box approach (a model that provide the processes or basis of the conclusions reached by the optimization) with a level of accuracy on a par with black box approaches (conclusions for which the basis is unknown) such as deep learning.


    (3) Reasoning AI ・Ideas beyond human conception
3

    As a measure to respond to the scarcity of human resources capable of meeting the challenge of the gravity and complexity of social problems, AI that supports consideration and decision-making by humans enables the efficient solution of these issues.


    Knowledge work support systems such as search systems have been the engine driving the third industrial revolution (Information Revolution) and have dramatically improved the productivity of human intellectual activities. In addition, rapid advances have been made in the area of interactive agents. It understands the context of human intellectual activities in the human-generated queries, and then searches a huge knowledge database to propose appropriate answers. These agents are unravelling the problem of an appropriate query creation.


    Free from simple research activities, human intellectual activities now can be shifted to new creative pursuits; however, such reasoning-type AI that is mounted in an interactive system can only abstract various inferences (inductions/deductions) from past instances. By realizing agents that can transcend a framework based on historical cases and create new knowledge, NEC is aiming at both a qualitative and efficiency leap in activities such as brainstorming.

  


  
    4. Challenges for the Future


    AI technology at the cutting edge is outperforming humans from the perspectives of the speed, accuracy and quantity. On the other hand, the human brain possesses a clear advantage in the quality of flexibility, and there are many AI technological issues that need to be met in the mid- to long-term. Among them, NEC is putting a strategic priority on the following two areas and meeting the challenge.


    (1) Small data AI


    Analytical and inference technologies that support current AI are realized using big data. However, human beings are able to flexibly and appropriately generate knowledge by applying general common sense or exploiting even extremely limited data (experience). In order to realize stable social system operations and eliminate the unexpected, NEC aims to establish mechanisms that can generate knowledge and wisdom from a limited quantity of data.


    (2) Energy Friendly AI


    In data analysis and logical analysis, AI commands a birds eye view of the entire issue and solves it. This process necessitates accessing vast volumes of data and performing repeated evaluation of the data selection, requiring a huge amount of energy.


    Consuming only a little energy, the human brain is able to perform similar tasks with clearly higher efficiency. In order to realize the wide-ranging application of AI real-time inference, the embedding of AI in edge devices that are subject to severe power consumption and computing performance restrictions will be indispensable. NEC is meeting this challenge and setting its sights on the development of innovative ICT systems modeled on the human brain.

  


  
    5. Conclusion


    NEC is moving forward with the establishment of technology systems that use globally leading technology in the areas of recognition AI, optimization AI and reasoning AI to understand and analyse the now of the real world as compiled by IoT and then suggest an appropriate prescription (action) for issues in various fields. Through these development activities, NEC aims at advancing the management of social systems that have hitherto been reliant on human resources and accomplishing this at a higher level with fewer personnel, and at solving the increasing strain on urban resources and other social issues.
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  Safety Operations Supporting the Security of Urban Locations
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    Abstract


    New types of criminal activity such as home-grown terrorism are becoming difficult to prevent by the traditional monitoring methods that focus on a visual black list matching. In the future it is expected that the utilization of various AI technologies as well as white list matching will make it possible to detect the unsuspected anomalies that are hard to discover or predict by human endeavor alone. Thereby it will be possible to adopt measures that will even be able to deal with new types of crime. The system design is also anticipated to shift from crime prevention market to normal operation management market, so that even greater value can be created. This paper outlines the viewpoint of NEC regarding surveillance solutions in support of the safety and security of urban locations and discusses progress in creating technologies that will provide support for them.
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    1. Introduction


    The trend in concentrations of populations of urban areas has been increasing in a global context for a long time. The ratio of populations living in urban areas now exceeds 70%, and some experts predict that the ratio could reach as high as 90% by 2050. As the creation of infrastructures is not able to catch up with such rapid urbanization, various social issues such as traffic congestion are currently in question and the increase in urban-type crimes is another such problem.


    The urban areas attract diverse groups that tend to come from rural areas and foreign countries. If other factors such as the income gaps and poverty are added, the sense of belonging and being colleagues tend to be very sparse in such areas. As a result, community support and the self-governance of entire local areas have become difficult and mutual concern for each others wellbeing is less practiced. Due to such trends, it is now considered that the psychological barrier of criminal activity has been lowered. From the criminal viewpoint the urban areas offer advantageous locations for their crimes because of the concentration of population that facilitates finding targets more easily and the effects of conflict including terrorism are high.


    Countermeasures designed to combat the increasing crime rate include improvements in the field of security and in the police forces. However, the financial situation of local governments makes it difficult to increase police force numbers by large amounts. As a solution to this problem, interest in the use of IT in surveillance and security has been growing. A typical example is the introduction of surveillance systems based on video cameras. In London, which is well known as a representative example of this trend, surveillance video cameras are installed in many locations around the city, and monitored video data are sent and centralized to the surveillance center. The surveillance experts at the centers can then intensively monitor the data in order to detect anomalies and to quickly adopt suitable countermeasures. At present, more than 600,000 cameras are installed in London (the number is estimated to be between five and six millions in the entire UK), reportedly contributing significantly to the investigation and prevention of crimes1).


    Nevertheless, the threats caused by new types of crime are casting a shadow on the realization of safe and secure urban life styles. These crimes are hard to deal with using the traditional surveillance systems, which cover only limited areas and depend on monitoring by humans. Their negative impact on society are not merely threats to the urban areas but should be positioned rather as threats to the entire nation. In order to deal with them effectively, it is essential to establish a mechanism that can provide prompt and finely tuned surveillance and alarm systems over wider areas with collaboration across the barriers posed by organizations, institutions and nations.

  


  
    2. New Types of Threats


    A recent problem in society is that some younger generation groups that have negligible relations with the wider community and come to have feelings of social alienation, have had contact with the extremist ideas of terrorist organizations, etc. They proceed under such influences to participate in violent crimes, including terrorist attacks. For example, as can be seen by the incident of the 2013 Boston Marathon in the USA, new forms of terrorism are emerging, such as home-grown terrorism by which a person performs a terrorist attack on persons of the same nation. The lone wolf terrorism by which an individual who does not belong to any organization perform a large-scale terrorist attack alone2) also occurs. These kinds of crime are expected to continue to grow and on a global scale, backed by further growth of the Internet in the future.


    What makes it difficult to take countermeasures against such new forms of terrorism is that persons who do not give the impression having criminal tendencies are often selected as the executors. If the executor is a first-time offender or a young child, the terrorist attacks can no longer be prevented by the traditional method of limiting the suspects by registering persons of interest in a blacklist and focusing on discovering such persons.


    In addition, contact between the crime planner and the terrorist organization is hard to detect when it is done via the Internet. This makes it necessary for crime prevention to exercise patrolling by estimating the potential of crime based on detection of weapons and bomb preparation activities or suspicious behavior evoking crimes. However, such activities are still hard to discover and to be isolated as abnormal activities because they are often concealed under the more normal activities of people generally.


    The activities of terrorist organizations are also becoming more sophisticated. For instance, in the terrorist attack on a hotel in Jakarta, Indonesia, in July 2009, it was found that the terrorists were disguised as florists who had brought the bomb through the staff entrance in advance. This was despite the fact that the hotel applied strict inspection of baggage using metal detectors at the front entrance3).


    To cope with the threats of new types of crime that are diversifying and extending into new areas as seen above it is becoming necessary to adopt advanced, flexible measures by imposing continuous surveillance and to a wider extent than hitherto in order to improve on conventional knowledge and assessments. On the other hand, considering the actual circumstances that the time and place of crimes are unknown before they occur, it is impossible to allocate unlimited costs for financing the countermeasures. Adequate consideration of the effectiveness and economy are required in order to implement new crime prevention measures.

  


  
    3. Threat Countermeasures


    3.1 Use of a White List


    As discussed above, the traditional countermeasure generally taken against crimes has been to compile a blacklist of persons with criminal records and those suspected to belong to criminal organizations. To then discover the corresponding person early, track him or her and observe behavior in order to hinder planning or execution of a crime. As the number of persons registered in the blacklist are quite small compared to the number of unsuspected people, the surveillance based on blacklist matching at a country entrance or other screening facility has also been an extremely effective measure from the viewpoint of efficacy.


    Nevertheless, some types of terrorism that cannot be prevented by blacklist matching, such as the home grown terrorist, basically require a completely new method, which is the exhaustive surveillance that can evaluate the suspicious behavior of a large and indeterminate number of persons. An example of such a method is to adopt measures based on a whitelist.


    A whitelist refers to a list of persons that have proven identities and are judged to present no threat. If the whitelist listees who are the majority of persons can be identified early and be eliminated from the tracking targets, more IT resources can be assigned in observing and analyzing persons not registered in the whitelist (gray list listees). The judgment accuracy for the potential of crime may then be improved by applying finely tuned monitoring of behaviors (Fig. 1).
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    One of the simplest examples of whitelisting is to screen the targeted persons in advance and to grant a certain means of authentication (such as ID cards) to the persons passing the screening. Such persons are required to carry these authentication means safely (they should not be lost or stolen) and it will be registered in a list. This list can be used as a whitelist. An entrance facility that employs such a method in order to authenticate all entering persons with cards can also be regarded as a kind of whitelist type measure.


    If biometrics (fingerprint or face recognition) can be applied in place of ID cards and a walk-through authentication that does not need stoppage of visitors can be combined, the active authentication procedure that forces visitors to carry ID cards at all times and to pass them over the reader at every entry and exit will not be necessary. In general, installation of authentication gates hampers the flow of people and tends to cause congestion, and the cost of installation is also high. Therefore, to take a whitelist type measure in a place with high human traffic it is desirable to implement a walk-through type authentication that does not need the installation of gates or hamper the human flow.


    However, implementation of whitelist matching requires the capability of fast accurate personal authentication of whitelist listees who are much more numerous than blacklist listees. It is also essential to manage information that could lead to specification of individuals strictly by taking full consideration of the privacy issue, and to obtain the public understanding of whitelist-based crime and terrorism countermeasures by returning individual benefits to them.


    In case more effective safety measures are required in addition to the whitelist type measure, the behaviors of everyone including the whitelist listees should be observed and any suspiciousness should be evaluated. As such a case does not presuppose carrying out an accurate personal authentication as described above, it is necessary to consider even the impersonation by spoofing or theft of ID cards. However, since observing the behaviors of all of the targets for a long period has a huge processing load, the procedure is not suitable for large-scale surveillance. In practice, it becomes necessary to limit the targets to only a small number of persons or to decrease the surveillance items of whitelist listees only to the most critical items.


    3.2 Prediction and Precognition of Crimes


    In the sci-fi movie Minority Report released in 20024), the administered society of the near future is depicted in a quite interesting way. The movie shows a society that has succeeded in preventing murder cases completely by establishing a system that identifies future murderers by using three psychics who have crime prediction capabilities and arrests the future murderers before they can actually kill their victims. It distinguishes the premeditated murders from the emotionally driven sudden murders, defining that the latter cannot be predicted until immediately before the occurrence.


    In the real world, sudden incidents are also hard to predict. However, prediction of crimes is expected to be possible to a certain degree when behaviors and events that have a high probability of leading to crime plans or actual crimes or that can be interpreted as signs of such behavior can be identified. Therefore, when considering the use of IT for the prediction and prevention of crimes, the primary aim is to discover early on the specific behaviors and events that can be regarded as signs.


    Firstly, crimes with a premeditated nature can be detected in various stages. In the case of terrorist attacks, for example, it can be detected at the preparation stage, procurement of explosive materials, at the transport reservation stage, preparing temporary means of transport for crime execution, and at the crime scene previewing activities stage. In addition, purchase of objects for use as weapons, contacts with criminal organizations and viewing crime based material on the Internet can also be clues for crime sign detection. Knowledge of these typical preparatory activities and interests leading up to crimes helps in establishing a kind of crime model and enables the prediction of crimes based on such a model. Also, international conferences attended by important persons, big sports events and festivals often become the targets of terrorism. The priority should initially be put on the development of a technology that features measures to be taken at such key events. Such a strategy would support dynamic, rapid control and deployment of security resources and police activities at the event location and at its surroundings.


    On the other hand, crimes that are not of a premeditated nature are hard to predict their occurrence. Crimes that are committed suddenly or with completely new modus operandi are not accumulated as previous data and consequently it is hard to develop suitable crime models. The impossibility of predicting or identifying the locations of crime occurrences means that crime prevention measures must be capable of monitoring an area as effectively as possible and of detecting any anomaly promptly. For this purpose, we aim at monitoring multiple sites by utilizing IT methods to capture the occurrence of any new anomalies as well as any noticeable changes that might lead to anomalies. We will thereby be able to make correct predictions and judgments of the potential that these newly detected anomalies might develop into actual crimes.


    What is important in this task is that the surveillance system needs to be capable of detecting a sense of strangeness at a level close to that which humans are capable of. The sense of strangeness refers to cognition of a situation slightly deviated from the usual or normal condition, or the recognition of an abnormal, uncomfortable or suspicious feeling based on it. In other words, the issue lies in how to define the scope of a normal condition based on the accumulation of the usual observations and to decide the degree of deviation from the normal condition that is to be judged as an anomaly for which an alert is issued. This can be rephrased as building a model that enables a correct judgment of the normality of an environment and the identification of anomalies that happen less frequently or that are completely new based on the model produced. This is an important concept in the detection of less-frequent events such as crimes. It is considered that technology such as invariant analysis5) is applicable to the judgment of abnormality, and application of such a technology may also be possible to support the prediction and precognition of crimes in general.


    The idea described above is backed by the fact that the machine learning technology essentially necessitates a large amount of learning data. It is more advantageous to be based on normal events, from which it is easy to obtain learning data, rather than on abnormal events, for which it is hard to obtain learning data. To build a system that performs automated observations of actual environments and determines whether they are normal or abnormal, it is in general required to use a machine learning technology. However, sincea satisfactory amount of learning data cannot be reserved for crimes with low occurrence frequencies, the detection accuracy of crimes may not be able to increase. It may seem to be possible to generate learning data by simulation synthesis, but the simulation of all of the possibilities related to crime itself is a hard one to achieve. Rather, it may be a more rational approach to determine the normal condition and to detect any deviation from it.

  


  
    4.Considerations for Economy


    4.1 System Design Emphasizing Management under Normal Conditions


    Traditionally, safety orientated surveillance systems have been designed by focusing on the detection of anomalies. This has tended to make them inseparably associated with the thorny problem of how to detect abnormal events that hardly ever occur predictably and how to evaluate their detection accuracies correctly. However, even in a crime-ridden area, the normal period without crimes should be longer than a period for which crimes are recorded. It is often more important in the field to manage persons and things correctly for improving the efficiency of original work rather than to detect crimes and anomalies. In addition, since an anomaly is an event that is the reverse of normality, as discussed above, the potential of detecting anomalies accurately would increase if it was possible to identify normal status accurately.


    Also, from the viewpoint of the return of investments spent on the system, it is not effective to design the targets and functions of the system by limiting them to only anomalies while no one knows when such events will actually happen. It is more advantageous considering the return on investment to design the system by setting its functioning in the normal condition as the main target while also providing the capability of handling emergent events (Fig. 2). For example, a system for the management of employees can also be used for determining people other than employees. It can serve thus for the prevention of the intrusion of outside persons. A system that can manage all of the objects in an environment can also easily detect the non-registered articles as foreign entities. It is the same with a safety system intended to ensure the security of an entire city. The system design is expected to achieve the integrated coexistence of the functions that aim at the effective management and control in the normal condition of a city and of the functions aiming at the prevention of crimes and terrorist activity that occur less frequently.
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    However, since the direct beneficiaries and administrators differ between the systems for normal conditions and those for emergent conditions, the implementation of a system integrating the functions for both of these conditions involves many difficulties. Therefore, coordination between the persons occupied in the system is crucial. Particularly, information sharing across different institutions or corporations tends to produce various issues. So the system is required to provide a mechanism ensuring the proper coexistence of safety and convenience.


    4.2 Management of an Entire City


    To handle new types of threats such as home-grown terrorism and lone-wolf events, it is desirable to implement a surveillance system that can detect the signs of crime early by covering the main cities and key facilities. Traffic infrastructures such as roads and railways should also be covered at a level involving the entire city or nationally.


    Nevertheless, if it is attempted to build such a system mainly composed of fixed-location sensors with predefined installation locations, a very large number of sensors must be installed in various locations to ensure the scope of sensing and huge installation costs are required. It is therefore more effective to create a mechanism that can cover a wider area effectively by combining fixed and mobile sensors. Mobile sensors can be implemented by installing sensors and other means of communication on automobiles and drones, but the use of sensors in mobile terminals including smartphones is also worth consideration.


    Existing fixed-location sensors are also able to monitor wider areas if organizations collaborate to create a mechanism for sharing the surveillance information. But, for this purpose, various recognition and analysis technologies should be used to enable the optimum abstraction of data possessed by each organization. In this way the information required for surveillance can be shared. An example of such a procedure is a system that employs a recognition technology that converts into metadata the sensing data acquired from all organizations as structures in common and with the same degree of abstraction. Therefore, the converted data can be shared instead of sharing the original data as has been done previously (Fig. 3).
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    5. Conclusion


    In the above, we have outlined the vision of NEC with regard to surveillance solutions to support the safety and security of urban locations and we discussed the anticipated future progress of technologies and systems to support such solutions. The conventional surveillance systems that focused on visual blacklist matching have difficulty in pre-empting the new types of crime that are often committed by first-time offenders. In the future systems must be capable of dealing with the new types of crime that have been difficult to discover or predict by human effort alone. This will be achieved by applying whitelist matching that presupposes the use of abundant computation resources as well as various AI technologies. The system design concept is also expected to shift from emphasis on crime prevention to the management field under normal conditions so that systems that can create higher value will be implemented.


    At NEC, we are determined to advance the development of these new technologies, systems and solutions that can support the safety and security of cities and nations worldwide and which are based on our corporate vision.
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    Abstract


    The retail industry is entering an era of major reforms. This is due to circumstances that include demographic changes brought about by the recent low birth rates and a trend toward increased longevity, changes in lifestyle and taste and rapid changes in the ICT environment.


    This paper introduces perspectives for reforming the procedures adopted in actual shops by using AI. These include loss reduction by visualization of persons and things in the shops, improvement of the efficiency of shop procedures by real-time identification of purchasing behaviors, support for shop management by AI and improved shop standards by IoT.
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    1. Introduction


    Advanced AI technology is about to commence use in the retail shops that are familiar to general consumers, including in convenience stores, drugstores and clothing shops.


    At NEC, we believe that the retail industry of the future will be led by consumers who will reform it into consumer-centric retailing. This will be a reform in the retail industry that will be chosen by consumers by taking real-time measures for diversifying consumer needs. In this paper, we will consider the diversity of shopping procedures reforms, particularly that in the retail industry of the near future that will be based on the application of AI.


    
      	Reduction of chance losses and unknown losses based on real-time, precise identification of persons and things in shops using visualization AI technology.


      	Data of customer purchasing behavior in the actual shop has not previously been available to collect and utilize as data. Significant efficiency improvement, however, can be achieved by adding these data to the already accumulated data such as POS data.


      	Shop management based on AI consulting.


      	Shop value improvements utilizing IoT to connect actual shops and customers locally.

    

  


  
    2. Auto Recognition AI for Improving the Eye of the Leading Salespersons


    Personalization in the retail industry means execution of optimum promotional activities aimed at each individual customer. In the case of online shopping, the entire field of purchase behaviors is performed online. So it is easy to identify the goods browsed by each customer and the information (websites) via which he or she came to purchase a specific item. It is already easy via online shopping to analyse customer tastes by using such information and by enforcing various promotion strategies accordingly. Future progress in image recognition technology is expected to allow the stores that are currently operating offline to obtain detailed customer purchasing information.


    NECs auto recognition AI technology recognizes a wide range of currently-occurring events instantaneously in order to support quick decision making. Specifically, it is the progress of technology for the recognition of persons and things that prompts real-time understanding of what is occurring in the shops (Fig. 1). It is said that leading salespersons in retail shops achieve several times the sales compared to ordinary salespersons. Outstanding salespersons serve each customer by observing the kinds of goods he or she is interested in, or even if he or she is a first-time visitor, by guessing customer tastes and likings based on observation. The auto recognition AI will provide the observation ability equivalent to those of such outstanding salespersons.
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    The first approach taken is the visualization of a person. This makes it possible to judge whether a customer coming into the shop is a first-time or existing customer and, even when he or she is a first-time visitor to the shop, estimate the gender, age and body shape as well as health condition. This approach also tracks the behaviors of customers in the shop, detects their location in the shop, their time staying in the shop, sightings and postures and also recognizes the tastes and likings of customers automatically.


    Next is the visualization of things. An exceptional sales person has an overview of the shop, taking in various subjects such as the goods display status and lacking items etc. The recognition technology can also constantly identify the condition of the goods in the shop and check chance losses caused by disarranged displays and lacking items. In addition, visualization of things monitors the operations of various shop facilities in real time and detects signs of failure.


    As seen in the above, Auto recognition AI is within the capability of the operations performed by leading salespersons and shop managers, from observation of customer purchasing behavior to the monitoring of the status of shop procedures, on all customers and all goods continuously throughout the day. The customers purchase information that used to be available only to individual salespersons and to be inadequate compared to the online shopping data is now going to be available in deeply digitized forms as common knowledge.


    The auto recognition AI is also effective in the detection of unknown losses including those due to in-shop dishonesty and shoplifting. It has been reported that the unknown losses for each Japanese retail shop may be as high as 600,000 yen per month, which means a significant loss for the retail industry. The auto recognition AI recognizes human actions and behaviors in real time by combining several recognition techniques and can pre-empt illegal actions before they occur (Fig. 2).
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    Usually, shop managers and leading salespersons monitor inside the shop and collect information. However, instead of those managers and salespersons, AI can be employed for such works, as described above. It observes all persons and things and converts the collected results effectively into accurate information data.

  


  
    3. Mathematical Optimization AI Improving Shop Management Efficiency


    Precise information on the customer purchase behavior in actual shops will become available via auto recognition AI. It will become possible to advance the traditional data usage such as analysis of existing data including POS data and then, it will become possible to realize the value improvement of each actual shop and personalized customer service and merchandising.


    The AI analysis of purchase behavior using data from the in-shop flow line, staying time, detected sightings and behavior analyses can elucidate facts that have not been clarified satisfactorily from the POS data, e.g. that a customer involuntarily selects an article because the truly needed article was lacking.


    When such hidden customer behaviors that have not been observed by human eyes can be applied to the data in estimating goods demand, the goods demand prediction can become more finely tuned and precise than before. NECs mathematical optimization AI not only deduces finely tuned and precise analysis results from existing data but it can also add the vast amount of feedback data obtained from the auto recognition AI that equips human perspective monitoring capability equivalent to that of leading salespersons and shop managers. This is the feature of mathematical optimization AI that can implement operations with remarkable efficiency by achieving predictions and optimizations that can exceed the human perception (Fig. 3).
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    4. Logical Thinking AI Enabling Concentration in Creative Work


    Even when the purchasing trends of customers can be understood from their various characteristics and behavior patterns, it is still not possible to adopt optimum measures for the trading area of each shop without consulting expert knowledge regarding marketing methods. NECs logical thinking AI can support solutions for such advanced issues by enabling a huge amount of knowledge and logical inferences. Thus, the process in which the shop manager interacts with AI as if consulting with a marketing expert in order to discover suitable measures for the shop management is enabled (Fig. 4). This means that even the management of an individual shop no longer has to resort to experience and intuition as before. Fine analysis, accurate prediction and appropriate decision making can be obtained by interacting with AI in simple language, even without an advanced knowledge of data science.
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    5.Real Shop IoT Connecting Shop and Customers in Its Trading Area


    The term O2O is a marketing technique with which purchase behavior is promoted from the network (Online) to real shops (Offline). The best known examples are the distribution of coupons on the network for guidance to real shops and the positive promotion of shop recognition and shop visits via an SNS, etc. The term omni-channel means that customer service is provided by crossing the barriers of devices and channels. However, in reality, it cannot fully use the value of real shops as the distribution channel and therefore in most cases omni-channel remains to be merely another way of EC (electronic commerce) that can be accessed from multiple devices.


    The value of real shops consists of face-to-face communication, consultation based on expert knowledge of goods, an atmosphere specific to the shop, and the reality of articles that can be taken in hand, which are never available in the cyberspace. We at NEC believe that expanding the quality and quantity of these values through the use of networks and AI will be the ideal future orientation that must be followed (Fig. 5).


    
      [image: Fig. 5 AI consulting service for enhancing shop value.]

      
        Fig. 5 AI consulting service for enhancing shop value.
      

    


    The customer information currently available online is just the history of purchase behaviors in the cyberspace. In the coming IoT era, it is expected that there will be significant expansion of the connection targets, such as wearable terminals, sensors and actuators installed in homes and offices, and of information terminals. The accessible customer information is also expected to increase synergistically. Let us consider an example in which a drugstore distributes wrist-band type activity meters to customers for a personalized health management service based on the monitored information on the number of steps taken, distance, consumed energy and heart rate. With this service, the AI gives a variety of customized health management advice to each customer based on the information monitored from the activity meter with the final goal of connecting the advices to business interests. The AI consulting service may recommend a certain supplement aiding fat combustion to a customer who is in a trouble of body fat increase on account of insufficient exercise, or it may provide a shop-front counselling campaign to customers based on data acquired from a sleep monitoring meter.


    The key discussion here is that such advices are more than general health management advices. Interactions between the AI and customer can deepen the superficial information that has already been stored in the shop database. It becomes more profound information regarding what is really necessary for each customer and results in the possibility of providing customized information to be applied individually for each customer. Recommendations may be offered in the interactive format of optimum health supplements and materials for each customer, actual experience in the shop or as one-to-one consulting.


    What is to be noted especially here is to connect the omni-channel type convenience with the actual experience in a local shop. Customers can acquire information on goods via omni-channel anytime and anywhere and then experience them in a local shop. AI supports those shops for promotion measures matching their trading areas, which makes possible a dynamic connection between customer and actual shops.

  


  
    6. Conclusion


    The retail industry will be reformed so that it can attract consumers by dealing dynamically with their diversifying needs. This will be essential for achieving further procedural efficiency improvements simultaneously under the trend of labour shortages and the creation of added value. Introduction of AI can reduce all kinds of shop losses including chance losses, waste losses and unknown losses. Furthermore, it will support attractive services and enhanced customer care by making full use of the location and characteristics of each shop.


    At NEC, we are determined to create AI-applying solutions that can maximize the experience of customers based on the rich achievements, experience and technical skills that have been acquired through our retail industry solutions of the past.
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    Abstract


    City transportation plays a significant part to the society in driving urban mobility and productivity that realize smart cities vision. The program by NEC the WISE for transportation assists cities such as Singapore in achieving smooth and convenient travels for commuters. The objective is to build smarter management and optimization systems for trains, buses, taxis as well as smarter traffic management system to ensure that commuters get from one place to another in the fastest and most convenient way. This can be achieved using AI to perform performance monitoring, demand management, schedule optimization and social media analytics.
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    1. Introduction


    NEC is charting a smart cities roadmap, enabled mainly by artificial intelligence (AI) and advanced ICT technologies. This program focuses on the ability to leverage on new brain-inspired technology trends to provide people and enterprises with a truly connected nation with trusted collaboration and timely information available to create a different level of comfortable lifestyle for everyone  enterprises, the man on the street and giving government agencies a level of situation awareness that will help them monitor and react to crisis quickly.

  


  
    2. Aim of the Vision: People-centred Land Transport System


    City transportation plays significant part to the society in driving urban mobility and productivity that realize smart cities vision. Large populated cities continuously invest and develop roads and rails network to accommodate ever-growing numbers of commuters, vehicles and alleviate traffic congestion. Intelligent Traffic Management of the roads and rail is introduced to make more efficient movements across potentially congested areas that could cause accidents and large traffic jams. Yet, urban transportation systems are still far from ideal given continuously high dependency on private rather than public transportation. In order to convince the citizens that public transport rather than private vehicles is the future of a modern metropolis, improving speed, convenience, and accessibility across various modes of transit is essential. This means the authorities should ensure all the different systems are interconnected and form a unified system to better compete with private transport experience  lowering cost to user, bringing easy transitions across various modes of transport, with a smooth and seamless journey from beginning to end.


    As such, conventional transportation planning and management is no longer adequate to make public transport systems smarter and responsive. Instead, transportation planning authorities and decision-makers has to consider a wider range of options and impacts. They need better information and tools to align policy, plan, operate, and coordinate a range of services and combinations of transport modes available that will improve mobility. They also need to be better at turning data into useful, reliable, accessible and easy-to-understand information. New data sources from social media, sensors and video cameras could open new opportunities to improve the transportation experience. They are at the heart of mobility transformation by:


    
      	Optimising connections between modes for faster travel times


      	Minimising the cost of operation and increasing convenience based on data analytics of actual travel behaviour


      	Delivering better information services for respondents driven by real-time data - for any journey, time of day, or mode of transport


      	Producing connected systems that are ready for the transport users of the future

    


    Clearly, such integrated approach could offer service providers new capabilities to optimise convenience, frequency, speed and cost in developing sustainable, environment-friendly, cost-efficient transportation ecosystems of the future.


    As one of the most densely populated countries in the world with growing transport demand and the constraints of physical space, the Singapore Government has set to make public transport a choice mode for people living and working in Singapore and work towards the vision of people-centred land transport system, focused on enhancing travel experience. For example, the Singapore Government intends to have six in every 10 households to be able to walk to a nearby train station within 10 minutes. In the next 5 years, the Government intends to add in more than 20 stations to the whole rail network (see Fig. 1).


    
      [image: Fig. 1 Government’s plan to add stations.]

      
        Fig. 1 Governments plan to add stations.
      

    


    The Singapores Ministry of Transport (MOT) aims to adopt a 3-pronged approach in the coming 10-15 years.


    First, it is beefing up public transport options. The bus industry will be gradually restructured to increase competition and boost standards, while the existing fleet is being increased by about a third. Meanwhile, the rail network will be doubled to 360 km by 2030 (See Fig. 2). This means eight in ten households will live within a 10-minute walk of a train station. Public Transport Operators will further add on the reality of easy bike rentals at each of these train stations to homes. The aim is to have 75 per cent of trips made by public transport by 2030, and 85 per cent by 2050.


    
      [image: Fig. 2 MRT Lines by 2030 covering 360 km of rail network.]

      
        Fig. 2 MRT Lines by 2030 covering 360 km of rail network.
      

    


    Second, the MOT is also starting to provide alternative modes of transport - for instance, under the National Cycling Plan, 700km of cycling paths will be built by 2030, up from about 350km now. Bicycles and mobility devices such as e-scooters will soon be allowed on footpaths and shared paths as well, in a move to promote more convenient and quicker connectivity to public transport modes, as well as to reduce traffic congestions on the roads.


    Finally, the Government is trying to curb the growth of private cars and trying to encourage and initiate more car sharing schemes.


    Yet, the MOT has said, There is room for further improvement, and we will continue to invest more resources, introduce new technologies, adopt innovative maintenance approaches, and upgrade equipment, to keep up the momentum of improvements of the last five years.

  


  
    3. NECs Solution for People-centred Land Transport System


    NEC has promoted the development of AI-related technology for nearly half a century in the domains of visualization, analysis, and control and guidance to contribute to the realization of a safe, secure, efficient, and equal society. Known as NEC the WISE, this portfolio of AI technologies represents NEC strong determination to harness the wisdom of humans and AI working together to resolve the increasingly complex and intertwined issues society is facing today. Many of its AI technologies, including speech recognition, image and video recognition, language and semantic understanding, machine learning, prediction and detection, and optimal planning and control, are either unprecedented or ranked No. 1 in the world. Going forward, NEC will make it possible to provide people with suggestions for complex problems without a clear single answer, including transportation sector.


    The program by NEC the WISE for transportation aims to assist cities such as Singapore in achieving smooth and convenient travels for commuters. The objective is to build smarter management and optimization systems for trains, buses, taxis as well as smarter traffic management system to ensure that commuters get from one place to another in the fastest and most convenient way. The larger intent is to encourage as many private car owners to take public transport, yet ensuring comfort and without compromising on time of travel. The program by NEC the WISE for transportation will focus on data acquisition of commuters across different train and bus routes, as well as large transit points for commuters such as Train-Train interchanges, Train-Bus interchanges and Bus-Bus interchanges.


    There are 3 key areas that the program by NEC the WISE for transportation is currently working on:


    (1) Performance Monitoring and Demand Management


    On-time performance provides a measure of service quality. Through a very precise data acquisition technology, NECs Data Analytics platform is also able to continually match train and bus loads for public transport authorities and operators much more accurately. The platform will be able to predict potentially large fluctuation from a daily and even hourly commuter numbers to give advance information to the operators to act on an increase or reduction in train cars or buses appropriately without compromising service excellence.


    (2) Schedule Optimization


    This feature is designed to help increase service efficiency and resource allocation to meet relevant work rules, ridership demands. NECs Data Analytics platform will be able to optimize bus schedules, taking into consideration current and future commuter numbers, and enabling transport operators to manage their bus captains. What is more critical is that should there be an unexpected event such as a bus breakdown, the platform will look to suggest alternative options to bring the overall schedule back to normalization, aided by a user-friendly and interactive user interface and visualization.


    (3) Social Media Analytics


    Despite the best planning and foresight, organisations may still find themselves in a crisis from time to time. Often, before the organisation knows about the incident, media (e.g. traditional and social media) are already reporting and sharing the news. In order to respond meaningfully, an organisation requires timely and real information.


    NECs Data Analytics Platform recognized the potential of using social media analytics as human sensors. It has developed a world leading RTE technology to identify, analyse and find transport related risk events from Social Media Content, such as disruption of service, long passenger wait time and alert them in real time (Fig. 3). With feeds from twitters and other social media websites, it has also the ability to classify, identify and alert on potentially large drop in service levels as polled by the commuters and to verify it with the actual situation on the ground.


    
      [image: Fig. 3 NEC Data Analytics Platform for Social Media.]

      
        Fig. 3 NEC Data Analytics Platform for Social Media.
      

    

  


  
    4. Conclusion


    The program by NEC the WISE for transportation provides public transport authorities and operators with a comprehensive set of AI services that will help operators in providing people-centred land transport system, resulting in smooth and convenient transport service for commuters, and with the larger intent to attract private car owners to use more public transport than personal driving that would lead towards a car-lite city.


    NEC Laboratories in Japan, Europe, America, China and Singapore are working together to build the program by NEC the WISE that will consist of multiple AI analytics co-related together in our indigenous NEC Data Analytics platform, with intuitive visualisation for government users, enterprise users and citizens to realize the experience of living in a smart city with NECs innovations.
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    Abstract


    Industry 4.0 (The fourth industrial revolution) has the purpose of enabling mass-customization in the manufacturing industries and in significantly reducing manufacturing costs by advancing the entire SCM. In the near future this trend is expected to spread throughout the manufacturing plants of Japan. This paper focuses on the industrial operations (operations management) that are applying the AI technology and by which especially important reforms may be expected to be introduced. Industrial operations issues related to cost minimization and quality maximization that are important in applying AI technology are also introduced as are the AI technology procedures used by NEC in this field.
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    1. Introduction


    Industry 4.0 is the name of a manufacturing industry strategic innovation project announced by the German government in 2011. In Japan it is called the fourth industrial revolution. Industry 4.0 attempts to advance the supply chain management (SCM) that covers the entire series of manufacturing industry operations from product design to sales and maintenance in order to enable mass-customization. It also aims to achieve a significant reduction in the manufacturing costs.


    In this paper, the authors introduce the orientation adopted by NEC in using its artificial intelligence (AI) technology for the reform and advancement of industrial operations (operations management) at the manufacturing plants.

  


  
    2. Outline of Industry 4.0, Targets of This Paper


    Industry 4.0 aims at implementation of the smart factory based on the cyber physical system (CPS). The CPS collects and analyses information on equipment and people in the real world and aims to control them based on the analysis results. It is a concept that aims at efficiency improvement and optimization of social systems. In manufacturing plants, it has already been put into practice to collect information using sensors and to use such information for the monitoring and control of the manufacturing plants. In the future, advancement of the sensor networks and analyses will result in the factories becoming intelligent and autonomous, i.e. smart factories.


    In a smart factory, entire pieces of equipment are networked. The data collected from them is analysed and the results are used as the basis of the concerted control of equipment and persons so as to: 1) minimize the production costs and; 2) maximize the production quality. While all of the existing SCMs are advanced in order to make the above possible, the authors have noticed that the industrial operations (operations management) is expected to offer particularly important innovations by applying AI technology. Below, we will introduce the issues associated with 1) and 2) of industrial operations by forecasting the anticipated situation for around 2020 while defining the approach we will take in making use of our AI technology.

  


  
    3. Operations Management System for Minimization of Costs


    In the future manufacturing plants, unattended operations are expected to increase thanks to the use of big data analysis technology, the AI-based robots and automated control. Although the zero-people operations will minimize the human costs, the robots and production facilities will always be threatened by failures and anomalies in certain circumstances. As the facility availability rate is reduced, which will lead to the generation of the human cost of recovery, the total cost could eventually be increased. In order to prevent this, it is essential to avoid occurrences of failures and anomalies and, even if one should occur, to recover from it at an early stage (Fig. 1).


    
      [image: Fig. 1 Examples of technology supporting cost minimization.]

      
        Fig. 1 Examples of technology supporting cost minimization.
      

    


    
      3.1 Cost Escalation from Equipment Failures and Appropriate Countermeasures


      In the future, the mainstream means of reducing costs incurred from equipment failures will be to identify a silent fault status before a failure occurrence and to adopt pre-emptive maintenance measures. A Silent fault refers to the status in which signs of failure are observed before the equipment fails.


      NEC is planning to implement pre-emptive maintenance measures by using System Invariant Analysis Technology (SIAT), which detects silent faults with high accuracy (with no false detections) from the invariant relationships (invariants) of the various sensor information and the past fault history. It will thereby be possible to identify the cause of each fault and to suggest suitable countermeasures to be adopted. Moreover, it is expected that utilization of information obtained from sources other than the sensors will contribute to minimizing the number of staff engaged in monitoring and cause identification. We will enable silent fault detection by utilizing media data including video and audio, by means of deep learning applied by RAPID machine learning. The linkage between the sensor information and the numeric data is expected to enable silent fault detection and to thereby provide higher accuracy identification.


      Installation of a larger number of sensors will make it possible to know the status of more of the pieces of equipment in detail. However, as the installation of sensors is costly, there is a need, particularly among small-scale enterprises, to attempt to detect the silent faults of equipment without installing sensors. NEC will employ the electricity fingerprint analysis technology1), which acquires the equipments current value from the distributor panel and analyses its waveform in order to identify the operating status of each piece of equipment. It will thereby detect silent faults without any additional installation of sensors and will thus identify the causes of faults at an early stage.


      3.2 Cost Escalation as a Result of Cyber-attacks and Proposed Countermeasures


      In addition to the equipment failures discussed above, it is also expected that the risk associated with cost escalation due to cyber-attacks is likely to increase in the future. As seen in the case of the power plant outages of overseas countries that are probably caused by cyber-attacks2), it is a concern that cyber-attacks on Japanese plants will be occurring frequently by around 2020. It is expected that such attacks will not only be direct ones via the Internet, but will also be caused by virus infections via in-house intranet or by USB memory aids used in maintenance.


      As these attacks are becoming diverse and fresh or sub-specific viruses are appearing on a daily basis, the current blacklist-type virus detection using pattern files is regarded as being incapable of dealing with them effectively. To deal with the majority of unknown attacks including those using sub-specific viruses, NEC is conducting R&D into a self-learning anomaly detection technology. This technology builds the normal-status operation model based on machine learning of the operations of the equipment in normal status, detects abnormal status attacks by comparing the current status with the model, and applies early countermeasures before the actual damage occurs. We are planning to advance this technology to enable early detection and apply countermeasures against any kind of attack on manufacturing plants.


      For advanced impersonation and spoiling attacks at the network level, network packets for control and wireless LANs in the plants will be monitored to detect impersonations and spoiling attacks and to pre-empt malfunctions caused by such attacks.

    


    
      4.Operations Management System for Maximization of Quality


      Industry 4.0 uses AI technology to support the automation of materials and production quality management (Fig. 2). Thereby the dynamic procurement of raw materials and parts and high quality, low-volume production and mass-customization are secured.


      
        [image: Fig. 2 Example of technology supporting quality maximization.]

        
          Fig. 2 Example of technology supporting quality maximization.
        

      


      4.1 Parts/Materials Management


      Production of diverse quality products requires the consistent quality of the diverse raw materials and parts of every item. Managing where, how and from which materials the individual parts required for assembly are fabricated makes it possible to solve each quality issue quickly by identifying and correcting the time zone, line and raw material that is causing the problem. This applies even when an issue occurs due to a faulty part. NEC employs an object fingerprint technology that can identify individual parts such as screws from the patterns on them and manage the individual part patterns and their attributes (manufacturer, manufacturing date/time, etc.) to enable quality control at the parts level.


      4.2 Production Quality Management


      Deterioration of product quality or yield may result not only from equipment failure but can be caused by various factors including the environment, raw materials and parts. In order to maximize the quality, it is necessary to detect deterioration of quality soon after it occurs and to correct it as quickly as possible. Naturally, in order to prevent the occurrence of quality deterioration, it is also necessary to adopt pre-emptive measures in advance.


      NEC will actively employ RAPID machine learning and SIAT discussed in section 3.1 above as well as the factor analysis3) described herein in order to detect any sign of quality deterioration as early as possible. This procedure will also identify the cause and adopt suitable countermeasures. Additionally, we will also utilize the predictive decision-making optimization technology, which predicts possible future quality deterioration from past data and controls the production system in order to optimize the quality. This strategy helps to achieve automated control and leads to quality improvement.

    


    
      5.Integrated Monitoring of Production Facilities


      Shutdown and quality deterioration of manufacturing plants result from diversified causes including equipment failure, cyber-attacks and operator mistakes. The operator should permanently monitor signs of such issues and in a case in which an anomaly is observed, be required to identify the cause, such as a failure, attack or operator mistake, and adopt the necessary countermeasures quickly.


      At present, the monitoring operations are divided, with the operation/maintenance department monitoring the equipment and quality, and the IT department monitoring the security (Fig. 3). In the future, such operation flow should be changed into the integrated monitoring system. The operator will, for example, assign monitoring and cause identification to an appropriate department and countermeasures based on the identification results to a specialized department. It should be noted in particular that the first part composed of monitoring and cause identification is to be performed efficiently by a small number of persons and that these persons will also be required to have suitable knowledge and experience.

    


    
      [image: Fig. 3 Examples of current production facility monitoring.]

      
        Fig. 3 Examples of current production facility monitoring.
      

    


    NEC possesses SIAT which links actual cases of equipment/quality fault countermeasures with the results of numerical data analyses and turns the results into usable data. This technology enables identification of the causes of various faults and suggests countermeasures by learning the fault handling records of a specific piece of equipment from our own as well as other manufacturing plants. It may thus model the learning results into useful information so that the required data and experience may be supplemented. With new equipment that has not yet acquired sufficient fault handling records, the procedure enables analysis of unknown causes and presentation of a countermeasure policy based on fusion of the AI and simulation technologies.


    We believe that the integrated monitoring of efficient data organization will consist not only of monitoring a single plant but also of the remote monitoring of several manufacturing plants (Fig. 4). Ultimately, enterprises providing monitoring as a service will be established and the monitoring will be outsourced to such enterprises.

  


  
    [image: Fig. 4 Examples of future production facility monitoring.]

    
      Fig. 4 Examples of future production facility monitoring.
    


    6. Conclusion


    In the above, we have described issues of cost minimization and quality maximization in Industry 4.0 era, together with the approach orientation taken by NEC. The basis of this approach is to monitor the production systems and products using sensors, to visualize them, analyse the monitored data and feedback the results to the production system. NEC intends to pursue further R&D by aiming at the early implementation and practical realization of various AI technologies for use in the operations management of its manufacturing plants.
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    Abstract


    The recent sharp increase in terrorist attacks has made the security of public facilities such as airports, restaurants and hotel lobbies a global issue. The face image in a passport is an only data to be used for personal authentication worldwide, regardless of nationality. In addition, the face image recognition offers a unique advantage compared to other personal authentication technologies because it enables to authenticate people from a distant location such as personal identification through surveillance cameras. NEC joined the Face Recognition Vendor Tests of the U.S. National Institute of Standards and Technology (NIST) in 2009 and gained the top ranking three times consecutively. This paper introduces the NEC video face recognition technology for use in video surveillance.
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    1. Introduction


    A sharp increase in crime on a worldwide scale has increased the opportunities for using the face recognition technology. As shown in Fig. 1, NEC started R&D into face recognition technology in 1989 and commercialized the face recognition engine NeoFace in 2002. Since then, we joined the Face Recognition Vendor Tests of the U.S. National Institute of Standards and Technology (NIST) held in 20091), 20102) and 20133) and gained the world-top ranking in three consecutive test years. Our products have already been adopted in more than 100 systems by forty countries worldwide. These include those of the worlds major organizations such as New York JFK Airport, Australian governmental institutions and major Brazilian airports4). Featuring both high convenience and high authentication accuracy, our face recognition technology is actively expanding the situations of use, e.g., it was used at 50 music concerts and sports events in Japan in 2015 for audiences5) (Fig. 2), numbering more than 300,000.
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        Fig. 1 History of face recognition technology development at NEC.
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        Fig. 2 Wide applications of face recognition technology.
      

    


    For face recognition surveillance purposes, we released a product named NeoFace Watch in 20126). Fig. 3 shows typical scenarios of face recognition systems for surveillance purposes. This technology makes it possible to find each person registered in the system in video images shot in various situations including in a passageway, elevator and staircase. The wide variety of usages for which it can be applied include scenarios such as crime investigation, the straying of children and dementia patients.


    Below in section 2 we describe the video face recognition technology proposed by NEC. In section 3 we go on to report on the results of recognition performance evaluation using low-resolution images that were conducted at the NIST. We then introduce some actual examples of applications in section 4, before presenting a short conclusion to the paper.


    
      [image: Fig. 3 Scenes of use in face recognition for surveillance.]

      
        Fig. 3 Scenes of use in face recognition for surveillance.
      

    

  


  
    2.Introducing the Video Face Recognition Technology


    Fig. 4 shows the video face recognition processing flow. The system first detects a face part in a captured image, and then extracts feature points in the face, including the pupils, subnasal points and mouth corners. Finally, the system extracts the face feature quantity, matches it with the feature quantity data registered in a database and identifies a person as one of the registered persons with a degree of resemblance higher than a certain threshold level.


    
      [image: Fig. 4 Flow of face recognition processing.]

      
        Fig. 4 Flow of face recognition processing.
      

    


    The following subsections discuss details of each technology (Fig. 5)7).


    
      [image: Fig. 5 Three key methods supporting NEC’s face recognition technology.]

      
        Fig. 5 Three key methods supporting NECs face recognition technology.
      

    


    2.1 Face Detection Technology


    For face detection, rectangular areas that match the face are extracted by sequentially searching face areas, starting from the edge of the image. The Generalized Learning Vector Quantization algorithm, which is based on the NEC-original pattern recognition technique called the Minimum Classification Error criterion, is used to recognize whether areas are of face areas or not. This procedure enables a fast and accurate face detection function.


    2.2 Feature Point Extraction Technology


    The feature point extraction technology finds the positions of face feature points such as a pupil, subnasal point and corner of the mouth. Brightness patterns around the feature are used to find the optimum position, while at the same time a facial shape model is used to constrain the alignment of features, thereby enabling precise estimation of their positions.


    2.3 Face Matching Technology


    In order to identify whether or not the person with the captured face image is a registered person, the face matching process normalizes the face position using the obtained feature points. The captured face image and the candidate image are then collated. After extracting face features, such as the shapes and tilts of eyes and nose, the optimum feature for identifying the person is selected using the multi-dimensional feature recognition method. This procedure enables a robust personal identification solution that is unaffected by changes due to aging or other factors.

  


  
    3.Results of Performance Evaluation with Low-Resolution Face Images


    What is important for the implementation of the face collation used for surveillance purposes is the possibility of collation using low-resolution images. When the person is in a position close to the surveillance camera as shown in Fig. 6, the collation is easy because a face image with high resolution can be captured. However, when the person is closer to the camera, collation becomes difficult because the elevation angle increases and the face is often hidden by a large area due to the hair coming over the face. In addition, from a practical viewpoint also, the area covered by each camera is narrowed so that this layout is unsuitable for surveillance purposes. On the other hand, when a person is at a certain distance from the surveillance camera, the elevation angle decreases so the face can be captured from a more or less frontal direction. As the area covered by each camera increases, this aspect is effective for surveillance. However, the fact that the captured face image has low resolution requires the face collation technology to adopt suitable countermeasures. In other words, when the low-resolution face collation technology can be implemented at a practical level the advance toward the realization of effective face recognition for surveillance is enabled.


    
      [image: Fig. 6 Advantages and disadvantages depending on the distance between person and camera.]

      
        Fig. 6 Advantages and disadvantages depending on the distance between person and camera.
      

    


    Fig. 7 shows the relationship between the face resolution and collation error rates, which is quoted from the evaluation results by the NIST in 20118). The horizontal axis represents the inter-eye distance (number of pixels between the centers of the two eyes) and vertical axis the collation error rate. The engines of tested organizations other than NEC showed a disadvantage against low resolution, presenting gradual performance degradation when the inter-eye distance was less than 96 pixels. On the other hand, although NECs face recognition engine achieved high resolution and low collation error rates. It also presented little performance degradation even at as small an inter-eye distance as 24 pixels, thereby proving that the technology is very effective for low-resolution images.


    As seen above, NECs face recognition engine is capable of highly accurate recognition even when surveillance cameras are in a relatively distant location and it is therefore suitable for surveillance purposes.


    
      [image: Fig. 7 Relationship between inter-eye distance and collation error rate.]

      
        Fig. 7 Relationship between inter-eye distance and collation error rate.
      

    

  


  
    4. Applications of Video Face Recognition Systems


    NECs face recognition systems are currently in use by more than 100 systems in 40 countries worldwide. The original purpose was the personal authentication using passports, but surveillance applications are also increasing gradually.


    4.1 Face Recognition Systems at 14 Brazilian Airports


    Persons entering and exiting Brazil have been increasing because of the world-scale sport events held in that country. However the subsequent growth of illegal behaviour at customs has necessitated the more efficient surveillance of passengers. In July 2015, the Department of Federal Revenue of Brazil introduced face recognition systems in the customs areas of fourteen major international airports in Brazil (Fig. 8)9). These systems apply face recognition to those passengers passing through customs and identify any suspicious persons based on a list of those who have previously been charged with illegalities. They have thereby improved the efficiency of customs operations at the airports, also contributing to the security and improved customer relations at public facilities by flexibly meeting the diversified needs both of the government and of enterprises.


    
      [image: Fig. 8 Airport system in Brazil.]

      
        Fig. 8 Airport system in Brazil.
      

    


    4.2 Biometric Identification System for an Australian Governmental Agency


    CrimTrac, an Australian federal governmental agency has introduced a biometric identification system based on the face recognition and fingerprint identification technologies10). This system allows the databases with 12 million facial images currently possessed by the police, to be shared by the relevant Australian authorities for use in crime investigations and border security. A typical assumed application is to capture the facial image of a suspicious person with a security camera and identify such a person by collating the image with the CrimTrac database.


    4.3 Video Face Recognition Solution for Indian Hotel Group Lemon Tree Hotels


    The Indian hotel group Lemon Tree Hotels introduced a face recognition system in 201411). This solution is used for customer security and the improvement of services at the Lemon Tree Premier Hotel, Delhi Airport. This is a hotel located near the Indira Ghandi International Airport in New Delhi Aerocity. The system captures the face of each customer and collates images in real time with the criminal database provided by the police. In addition, the images are also collated with the VIP guest list of the hotel.

  


  
    5. Conclusion


    In the above, we discussed the video face recognition surveillance procedure from the aspect both of technology and applications. Now that concerns about security are increasing on a worldwide scale the face recognition technology is becoming an essential security infrastructure that is considered to be indispensable for the secure running of a country.


    Based on the worlds top level image recognition technology that was cultivated via our experience in developing the face recognition technology, we will continue the R&D so that face recognition can contribute to the creation of a safe, secure world. This will be achieved by targeting a leap toward technology that can handle large-scale, mission-critical situations effectively and can offer high level applications to suit various scenarios.
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    Abstract


    Optical vibration sensing technology is the worlds first technology to utilize video to estimate the level of deterioration within critical public infrastructure, such as bridges. This technology precisely measures surface vibrations on the structure being analyzed and then estimates the degree of internal deterioration - i.e., cracks, flaking, and cavities - based on the characteristics of those vibrations. This means that it is now possible to analyze the interior deterioration of a massive structure from ground level with no need for scaffolding. As well as enabling early detection of deterioration and significantly reducing inspection costs, optical vibration sensing makes it possible to quantify the amount of internal deterioration irrespective of how skilled or experienced the inspectors are. Future iterations of this technology will deliver even more sophisticated capabilities as we continue to improve deterioration transition forecasting and automatic generation of maintenance plans.

    


    
      Keywords


      infrastructure, image analysis, vibration, internal deterioration, visualization

    

  


  
    1. Introduction


    During the period when Japan enjoyed rapid economic growth, a huge number of public infrastructure projects were constructed throughout the country. Today, as these structures age and become increasingly dilapidated, there is a growing need for an effective and efficient system for maintenance and repair. However, the sheer size of many of these structures, such as bridges and tunnels, makes it extremely difficult for engineers to conduct close inspections. With accurate assessments critical to proper maintenance, the demand for technology that will make inspections more efficient has never been stronger.


    NEC has developed optical vibration sensing technology that meets this challenge head on. By detecting and analyzing micro-vibrations in structures based on video camera footage, this technology makes it possible to easily identify points where internal deterioration - such as cracks, flaking, and cavities - is occurring.


    This paper will provide an overview of NECs optical vibration sensing technology and discuss how the application of this technology can significantly improve infrastructure maintenance and inspection.

  


  
    2. Issues in Infrastructure Maintenance


    Many of the structures that support Japans transportation networks were built in the 1970s. With so many structures reaching their assumed life span of 50 years at almost the same time, the danger of collapse is very real. Reliable inspection, maintenance, and timely repairs are critical to forestalling this threat. Unfortunately, the number of people with the skills and experience required to handle this monumental task is actually declining year by year, making it more difficult to keep up with regular maintenance. On top of that, the financial difficulties of the Japanese government make it difficult to come up with the funds necessary to cover the costs of inspections and repairs. All of this has combined to create a worsening situation that has led many to fear that it will soon no longer be possible to ensure the safety of the nations infrastructure - at least, as long as conventional inspection and repair methods continue to be used.


    When inspecting major infrastructure, especially concrete structures, it is of vital importance to accurately diagnose any internal deterioration such as cracks, flaking, and cavities, as these conditions significantly impact strength and safety. Currently, inspectors check for internal deterioration by hammering the surface and analyzing the resulting echoes. This technique not only requires experienced personnel, it requires that scaffolding be erected so that inspectors can examine the structure directly. This scaffolding alone is estimated to account for about half the cost of inspection. Eliminating the need for scaffolding, then, would result in tremendous savings.


    Another problem with the current inspection regime is that diagnostic results vary depending on the experience and perception of the inspector. In Japan, where many skilled workers are aging out of the workforce, demand is now growing for a diagnostic technique that achieves constant results regardless of the workers experience level.

  


  
    3.NECs Optical Vibration Sensing Technology Facilitates Remote Estimation of Internal Deterioration


    NECs answer to these problems is a remarkable new technology called optical vibration sensing. Developed drawing on the companys world-class expertise in video and image processing, this technology makes it possible to estimate deterioration inside a structure from a remote location simply by capturing images shot with a conventional visible light video camera. No special wavelengths or laser irradiation are required.


    Data obtained from a visible light camera normally pertains only to the surface of the structure. The key to estimating internal deterioration is to use the vibration data obtained from the video images.


    One of the major factors contributing to the deterioration of large structures such as bridges is the application of external force, particularly vehicle traffic, which can lead to deflection, distortion, and so on. It is well understood that the vibrations that occur on the structures surface when an external force is applied are directly related to the state of internal deterioration. The standard technique for diagnosing whether or not there is internal deterioration is to hammer the structure and listen to the reverberations in order to identify response vibrations from the surface. It is also known that cracks on the bottom surface of floor slabs of a bridge open and close in the order of 10 m when a heavy vehicle passes over the bridge.


    Without taking account of these dynamics, conventional image analysis methods perform diagnosis by using only one image for one point. This not only makes it difficult to differentiate between stain lines and fine cracks on the surface, it also makes it impossible to determine whether a crack is only on the surface or has penetrated the structure, e.g., flaking.


    However, advances in imaging technology have opened up new possibilities. The speed of the image pickups used in the latest video cameras has increased significantly as has the speed of semiconductors. Most people are not aware that some of the high-speed cameras used today for product inspection in factories boast shooting speeds as high as10,000 frames per second. With such a camera, it is possible to observe in detail the surface behavior of a structure. NECs optical vibration sensing technology exploits this high-speed shooting capability to gather dynamic information about the structure and estimate the degree of internal deterioration.


    Fig. 1 shows the processing flow of the optical vibration sensing technology. A video camera is used to capture images of a structure, such as a bridge, while it is subject to traffic excitation. Vibration data is obtained from the captured images and analyzed. Interior deterioration is estimated based on vibration data patterns.


    
      [image: Fig. 1 Optical vibration sensing process flow.]

      
        Fig. 1 Optical vibration sensing process flow.
      

    


    3.1 Using Camera Footage to Measure Surface Vibrations on a Structure


    The first step in the process of optical vibration sensing is surface vibration measurement (Fig. 2) which is based on tracking pixel patterns in the camera footage. Essentially, this involves precisely determining where the pixel pattern at each coordinate in one video frame has moved (been displaced) within another video frame. By taking advantage of NECs expertise in pixel pattern search developed for use in super-resolution technology and video image compression encoding technology, we have achieved high-speed, high-precision movement search on the order of 0.01 pixels.


    
      [image: Fig. 2 Measurement of surface vibrations.]

      
        Fig. 2 Measurement of surface vibrations.
      

    


    Displacement direction and amount at each time and in each coordinate are then graphed chronologically to obtain vibration data. When a 2 x 2-m area is shot with a 2,000 x 2,000-pixel camera, each pixel is 1-mm square, making it possible to capture displacement on the order of 10-m displacement, which is 1/100 of the pixel size. Vibration data is collected for 1 to 2 seconds for each location. This data is required for processing in the subsequent steps.


    In principle, because this processing tracks minute patterns on the surface of the structure being inspected, the surface of the object should have patterns. This is generally not a problem, as the one of the materials most commonly used in these structures is concrete. However, it is not effective with plain, transparent, and reflective material.


    3.2 Estimation of Internal Deterioration Based on Surface Vibration Patterns


    The second step in the process is estimating the amount of internal deterioration based on the surface displacement (patterns) that emerges when the data is viewed chronologically.


    To show how this works, we will describe a simple experiment using a soft material. In this experiment, we used a pressurizer to apply pressure to a styrofoam beam (resembling a bridge girder) from above to simulate traffic vibration. Fig. 3 shows chromatic shading visualization of the degree of displacement obtained from the analysis results based on footage of the bottom surface. Specimens that contained internal deterioration such as cracks, flaking, and cavities showed different patterns of surface displacement from those that were free of deterioration. We can infer that the difference in displacement patterns occurred due to changes in surface stress conditions as a result of internal deterioration (Fig. 4).


    
      [image: Fig. 3 Visualization results of surface displacement.]

      
        Fig. 3 Visualization results of surface displacement.
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        Fig. 4 Internal deterioration and surface stress/ distortion conditions.
      

    


    In a specimen with no deterioration, the surface displacement when load is applied is represented as a smooth gradation indicating that the pressure accompanying the load is uniformly distributed across the specimens surface.


    On the other hand, when a specimen has cracks or flaking, the color density becomes discontinuous along the borders of the cracks or flaking. What this means is that the damaged area - a crack, for example - opens and closes when a load is applied, making the direction and size of its displacement different from any displacements nearby. Moreover, when cracks have penetrated the interior, the density of colors immediately below the flaking becomes constant (because force is not applied directly).


    When a specimen contains a cavity, the displacement created on the bottom surface right below the cavity appears smaller than other displacements in the vicinity. This phenomenon occurs because the cavity distributes the loading pressure from above as if an air cushion were applied, reducing stress just below the cavity.


    When these different displacement patterns are input into analytic processing, the amount and type of internal deterioration (cracks, flaking, and cavities) can be estimated (Fig. 5).


    
      [image: Fig. 5 Estimation of internal deterioration based on surface displacement.]

      
        Fig. 5 Estimation of internal deterioration based on surface displacement.
      

    


    It is important to point out that the camera itself vibrates in actual usage, but this technology can differentiate between discontinuous vibration caused by deterioration and self-vibration. This is because all the pixels in the image move in the same direction when the camera vibrates.


    Another important point to be noted is that this technology does not capture long-term deformation over extended periods of time. Rather, it performs estimation by using only observation results from a limited time period (1 to 2 seconds). It therefore makes it unnecessary to observe the same location for years  which is the case with many of the current available methodologies.

  


  
    4. Reliable and Efficient Infrastructure Maintenance


    The positioning of the optical vibration sensing technology is shown in Fig. 6. When applied to infrastructure inspection, this technology makes it possible to: (1) lower the cost and (2) detect internal deterioration.


    
      [image: Fig. 6 Positioning of the optical vibration sensing technology.]

      
        Fig. 6 Positioning of the optical vibration sensing technology.
      

    


    At NEC, our goal is to improve overall inspection efficiency by making the best possible use of the data that can be easily collected using our technology. For instance, internal deterioration data will be processed with higher-level machine learning, allowing us to predict future deterioration transitions and to optimize repair plans, while specifying repair schedules and locations.


    Generally speaking, machine learning requires large-volume learning data in order to achieve sufficient accuracy. In conventional infrastructure maintenance, there are limits to how much inspection accuracy can be improved by machine learning because it is simply not possible to gather sufficient data. The need to allocate resources for personnel, the time required, and the cost of inspections themselves all conspire to frustrate data acquisition. Furthermore, because they are based on human perceptions, many archived inspection diagnosis results are insufficiently quantitative and objective.


    NECs optical vibration sensing technology provides a powerful solution that can overcome most of these problems, especially cost, accuracy, quantitativeness, and so on. Reinforced by AI technology, optical vibration sensing technology will make it possible to support a comprehensive next-generation maintenance environment including planning strategies and policies.


    Going forward, we plan to expand the capabilities and versatility of this system by integrating other sensing technologies with the optical vibration sensing technology, as well as by incorporating additional data (designing information, traffic volume, budget, etc.) to create a comprehensive system for managing infrastructure maintenance and repair (Fig. 7).
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        Fig. 7 Efficient maintenance of infrastructure.
      

    

  


  
    5.Conclusion


    In this paper, we have introduced NECs optical vibration sensing technology and explained how this technology can be applied to the maintenance of public infrastructure, providing a more reliable, more efficient, and more cost-effective means of identifying internal structural deterioration. Currently in the verification stage, this technology is now being tested on large-scale concrete models and actual structures in cooperation with various organizations and operators. The advantages of this technology cannot be overstated, and we believe it is imperative to put it into practical use as soon as possible in order to ensure public safety and address the potential problems posed by aging infrastructure.
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    Abstract


    It has now become necessary to adopt countermeasures against cyber-attacks that are becoming more sophisticated as the years pass. Automated Security Intelligence (ASI) is a self-learning, system anomaly detection technology that collects detailed operations logs from PCs and servers using monitoring software. It then generates the usual status of the surveyed system by applying machine learning (AI) to the log and compares it with the current system operations in order to detect even unidentified attacks. When this technology is applied to a security monitoring system, more robust security can be implemented thanks to detection throughout the attack process, including in the intermediate stages such as Exploration and Installation inside the system, as well as at the initial and final stages of the attack stages.

    


    
      Keywords


      cyber security, cyber-attack, monitoring agent, artificial intelligence (AI), machine learning, anomaly detection

    

  


  
    1. Introduction


    Cyber-attacks targeting the information systems of enterprises and public institutions are recently becoming more sophisticated. Consequently, the risk of information leaks caused by targeted attacks or attacks on software vulnerabilities are now becoming higher than ever.


    Countermeasures against cyber-attacks include those performed by individual users of information systems such as by installation of antivirus software, and those performed by administrators of information systems such as installation and operation of firewalls and security gateways. At present, the mainstream tactic is to employ countermeasures based on data obtained from known viruses and attack techniques.


    As a result, it is extremely difficult to discover and detect attacks that hit not-yet-public software vulnerabilities and also those that are unprecedented and completely new (hereinafter referred to as unknown attacks). Such attacks sometimes entail a long period before detection or are not found until a notification is received from an outside source.


    In this paper, we introduce Automated Security Intelligence (ASI)1), which is a self-learning, system anomaly detection technology that is capable of detecting even unknown attacks quickly and of automatically isolating the affected extent of an attack. This is achieved by identifying the normal operation of the attacked information system using AI technology and by detecting changes in its operation in real time rather than by monitoring the attack techniques that are renewed every day.

  


  
    2. Automated Security Intelligence (ASI) Technology


    Fig. 1 (Left: Traditional. Right: ASI) shows an image of a traditional security monitoring system and that of an ASI-based security monitoring system. The traditional system shown in Fig. 1 (Left) presents the following issues:


    
      	The SIEM (Security Information and Event Management) mainly monitors the logs output by the firewall (FW) and antivirus software. It cannot monitor information that the software developer does not intend to be output.


      	The monitoring is based on the information on known attack techniques and vulnerabilities. It cannot detect unknown attacks.


      	While detailed analyses covering the internal status of FW and PC are required in cases in which distribution of operation logs in many locations necessitates much labor for analysis or that sufficient data for detailed analysis is unavailable.

    


    The System Design Guide for Thwarting Advanced Targeted Attacks published by the Japanese IT Security Center deals with the previously emphasized Delivery and Actions on Objective countermeasures (virus detection/blocking via firewall and detection/elimination with antivirus software installed at the terminal). In addition it may also be necessary to enhance the internal measures, assuming an internal invasion of a virus by avoiding the traditional countermeasures.


    
      [image: Fig. 1 Diagrams of security monitoring systems before and after application of ASI.]

      
        Fig. 1 Diagrams of security monitoring systems before and after application of ASI.
      

    


    ASI has been developed in order to solve the above issues. It detects attacks at all of their stages2), from the invasion of an internal system by an attacker to the expansion of the extent of an infection and the theft of important information. It thereby protects the system from such attacks and its main features are as follows (Fig. 2).


    
      [image: Fig. 2 Technical features of ASI.]

      
        Fig. 2 Technical features of ASI.
      

    


    (1) Lightweight monitoring software for detailed log information collection


    Traditional system operation monitoring software (agent) sometimes had unfavorable effects, such as PC or server delays. For the ASI, we always considered the loads on the system and developed a lightweight agent capable of the appropriate control of the timing of monitoring, etc. Thus, the collection of detailed logs, including the program launch, file access and network access are enabled without delaying the system operation.


    The collected operations logs are managed in an integrated database so that the security manager can handle incidents speedily using detailed log analysis and without the need of collecting the log data distributed in different locations.


    (2) Real-time anomaly detection with AI


    ASI learns (through machine learning) the usual status of OS-level activities (including program start-up, file access and network communications) of the entire system including PCs and servers. It compares the current system status with the usual status in real time and detects the deviation as an anomaly of the current system automatically from the usual status. When an anomaly is detected, it automatically identifies the series of system operations causing it and provides a defense that can minimize the damage extent without shutting down the entire system.


    (3) Identification of damage extent and auto-isolation from the network


    The detailed identification of system operations allows ASI to trace the series of system operations automatically over time, from the anomaly detection to the final definitive detection. This enables identification of the damage extent in 10% of the time taken previously by human labor. In future, ASI will be linked to system management tools and SDN (Software-Defined Networking) for performing auto isolation from the network by disconnecting the identified damage extent. Such measures as described above make it possible to minimize any increase in issues resulting from information leaks and system damage and to avoid an entire system shutdown.

  


  
    3. Usual Status Generation Using AI Technology


    As described in the previous section, ASI installs monitoring software called the agent in the PCs and servers in the system in order to collect the detailed operation logs of the machines in real time. It then applies AI learning processing to the collected operation logs and generates the usual status of the system as monitored by ASI.


    The basic concept behind the generation of the usual status is that operations of the monitored system are stable. In this context, the operations refer to the program launch, file access from a program and network access from a program of the PCs and servers. More details on this topic are presented in the figure below.


    Fig. 3 shows an enterprise network system in the usual status. The system in this example includes a subnetwork containing the servers shared within the enterprise. These include the DNS server and web proxy server, a development departmental subnetwork containing a development server and PCs used by the development staff. Also contained is an office departmental subnetwork used by the office staff.


    
      [image: Fig. 3 Usual status of the system monitored by the ASI.]

      
        Fig. 3 Usual status of the system monitored by the ASI.
      

    


    The shared servers are accessed in common by all of the enterprise PCs, while the development department server is accessed by the PCs in the development department. In general, the PCs in the office department do not access the development server in the development department. As seen here, the relationship between machines that is shown by solid lines in the figure is called the usual status.


    After the learning of the usual status has completed, if a network access that does not belong to the usual status is detected, it is reported as an anomaly. For example, an anomaly is detected when two PCs in the development department communicate directly between each other, a PC in the office department accesses the development server of the development department, or the development server that usually does not communicate with the outside network communicates with the web proxy server. These events are shown by broken lines in the figure.


    Direct connection between terminals in the same department is often observed in the infection spreading phase (lateral movement) of the attack process. In the case of connection from the development server to the web proxy server it is observed in the Actions on Objective stage (theft of important information) during the attack process.


    As the main operation of a traditional cyber defense system consists of entrance/exit measures, it is accompanied with the issue of extreme difficulty of attack detection once those measures break down. Moreover, ASI increases the opportunities of attack detection because it detects attacks not only in the initial infiltration and Action on Objective stages of the attack process but also in the intermediate phase, in which the attacker spreads infection in order to locate the ultimate target of the system.


    Although in the above we have focused on the usual status related to the network communications of PCs and servers, ASI also learns the usual status related to the program launch and file access from a program so that it can also detect any deviation from the usual status inside a PC or server that does not feature network communications.


    Fig. 4 shows an example of an anomaly detection display of ASI (part of the display is modified for ease of viewing). The circular graph on the right indicates the monitored network, the thin solid line indicates the network connections of PCs and servers in the usual status, and the thick line represents the unusual network connection (detected as an anomaly).


    
      [image: Fig. 4 Example of anomaly detection by ASI.]

      
        Fig. 4 Example of anomaly detection by ASI.
      

    

  


  
    4. Conclusion


    In the above, we introduced ASI, which is a self-learning, system anomaly detection technology that employs AI technology to identify the normal operation of an information system that might be attacked. ASI detects changes in the system operation in real time, so that even when the system is actually subjected to an unknown cyber-attack, the attack is detected in real time and the extent of the damage is automatically isolated.
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    Abstract


    The past few years have seen the introduction of huge numbers of surveillance cameras in urban locations, both private and public. To date, the images recorded by these cameras have largely been used in the investigation of crimes after the crimes have occurred. However, with the growing threat of crimes that pose a significant risk of major damage or loss of life such as terrorist attacks, governments and security institutions are seeking ways to detect and prevent such incidents before they occur. This paper discusses new image search technology that makes it possible to detect not only those individuals already registered in a security database such as conventional wanted suspects, but also individuals who may not be registered but exhibit suspicious behavior. Using NECs face recognition technology and analyzing pedestrian appearance patterns, this technology is expected to help prevent crimes by facilitating early detection of suspicious individuals.

    


    
      Keywords


      image search, image analysis, crime prevention, behavioral analysis, artificial intelligence (AI)

    

  


  
    1. Introduction


    We have recently seen the introduction of vast numbers of surveillance cameras in city streets and commercial facilities. Until now, these cameras have been used mainly to support criminal investigations and to help find wanted suspects. At the same time, many countries find themselves facing an increased threat from terrorist attacks that could wreak tremendous havoc. Stopping these crimes before they happen is of critical importance and new technologies are being developed to enable surveillance cameras to help detect and prevent crimes before they occur.


    In the past, surveillance images were typically viewed and analyzed by humans. Today, however, the vast amounts of image data being generated by surveillance cameras make it all but impossible for humans to handle these tasks.


    Instead of relying on human eyes, modern surveillance systems are increasingly turning to image recognition technology - which is a type of artificial intelligence (AI). Progress in the field of image recognition technology has been remarkable, and today it is possible to recognize objects with high precision. NeoFace, a face recognition engine incorporating NECs face recognition technology, enables the identification of individual faces with astonishing accuracy.


    This image recognition technology has already been used to develop systems capable of retrieving specific individuals from large amounts of video data1). These systems search for the faces of specific individuals based on the photographs provided beforehand.


    However, these search technologies are restricted to searching for individuals who have already been registered, whether they are known criminals or have been flagged by the security establishment. The downside to this is that not all potential criminals will be registered, so preventing crimes requires the ability to detect suspicious individuals not already registered. In other words, in order to prevent crimes, the system has to be able to search the data for any suspicious individuals regardless of whether or not they are already known to authorities.

  


  
    2. Individual Search Based on Appearance Patterns


    Now, how can we retrieve unknown suspicious individuals from a massive amount of video images? What we have focused on is the patterns produced by certain individuals when they appear in front of the camera.


    What do we mean by this? Think about someone who is planning a crime or a pickpocket stalking commuters and tourists. They tend to repeatedly look at the planned place of the crime in advance or loiter for extended periods while they wait for their targets (Fig. 1). In other words, there is a very good chance that anyone who appears frequently and regularly in surveillance video images is likely engaged in suspicious activity. Consequently, we developed a search system capable of retrieving unregistered individuals who are considered suspicious based on their appearance patterns - that is, individuals who appear in the images frequently2)4).


    
      [image: Fig. 1 Individuals who appear at train stations and tourist sites at an unnaturally frequent rate.]

      
        Fig. 1 Individuals who appear at train stations and tourist sites at an unnaturally frequent rate.
      

    


    2.1 Issues When This Technology is Put into Practical Use


    Actually applying this system is extremely difficult, as a massive amount of processing would be required to search for suspicious individuals based on such appearance patterns. Lets examine this using Fig. 2. In order to search for specific individuals based on their appearance patterns, it is necessary to extract the appearance patterns as to when and where they have appeared from all the people who have been recorded in the surveillance images. The extraction of the appearance patterns can be achieved by finding out where certain individuals in certain scenes were recorded other than in those scenes.


    
      [image: Fig. 2 Extraction of appearance patterns by face comparison between scenes.]

      
        Fig. 2 Extraction of appearance patterns by face comparison between scenes.
      

    


    For example, determining whether the male in the leftmost scene in Fig. 2 is the same person as the individual recorded in the other scenes makes it possible to extract his appearance patterns. Whether or not he is the same person can be determined by comparing the faces in the leftmost scene with the other scenes (whether not there is a sufficient degree of resemblance between the faces in the various scenes). Similarly, this procedure is also performed for the female recorded in the subsequent scene. When this procedure is performed for all individuals recorded in the video images, their appearance patterns can be extracted.


    Moreover, determining whether or not the extracted appearance pattern matches the targeted appearance pattern such as unnaturally frequent appearances, for example, makes it possible to search for a suspicious person.


    Currently, however, all the people who appear in the video must be compared with one another in order to identify which ones are the same individuals. With so many surveillance cameras already installed and more being added all the time, together with longer recording times, the number of comparisons that have to be made is expanding at an exponential rate. As a result, it is simply impractical to search for individuals in this way.


    2.2 A Solution That Uses an Index Structure Based on Similarities


    In order to deal with the enormous increase in the number of comparisons, we have developed a system that dramatically reduces the number of comparisons that need to be made4). The basic idea is to focus on comparisons of faces with greater similarities, rather than comparing all faces in the images. We refer to Fig. 3 to explain how this works.


    
      [image: Fig. 3 Index structure based on similarities.]

      
        Fig. 3 Index structure based on similarities.
      

    


    The index structure uses a tree structure and is structured in such a way that the lower the hierarchy in the tree, the greater the similarities between the data. With face data for example, faces that bear little resemblance to one another appear in the higher hierarchies of the tree, while faces that more closely resemble one another and even faces that belong to the same people are shown in the lower hierarchies. As a result, groups of similar data can be retrieved at high speed by targeting lower hierarchies in the tree.

  


  
    3. Profiling Across Spatiotemporal Data Technology


    Profiling Across Spatio-temporal Data technology is a method of searching for specific individuals according to their appearance patterns in video data shot with multiple cameras in multiple locations. This system utilizes the index of similarities described above2)4).


    Described below is a case where frequently appearing individuals are searched by determining whether or not the faces belong to the same individuals. First, the face information is extracted from the video images to construct an index structure based on the above-mentioned similarities. Next, a threshold level is set for the degree of facial similarities required to qualify as the same individual. Groups of faces with similarities that exceed the predetermined threshold level are then extracted from the index structure. At this time, each group becomes a set of data regarding the individual who seems to be the same person. The number of data that is contained in this group becomes the frequency of the appearance of that person. Finally, the groups with higher frequencies are extracted, and these can be assumed to contain the individuals who appear frequently.


    Fig. 4 shows the use of the Profiling Across Spatio-temporal Data technology to search for individuals who have frequently appeared in the images captured by multiple cameras. Here, demonstration images are used in which people who act like suspicious individuals and are recorded repeatedly. Profiling Across Spatio-temporal Data technology was applied to these images to search for individuals who appeared frequently.


    
      [image: Fig. 4 Execution screens of “Profiling Across Spatio-temporal Data” technology.]

      
        Fig. 4 Execution screens of “Profiling Across Spatio-temporal Data” technology
      

    


    The results of the search are shown to the left of the video images. The individuals are listed in order of appearance frequency in the video images. Each row shows the facial images of the representative scenes in which the apparently same individual appeared. In these search results, the individual who appeared most frequently was the person acting as a suspicious individual who appeared in the video most frequently (ranked No. 1). The scenes in which he appeared (the circled person) are shown in the screens on the right.


    To verify the effectiveness of this technology, we conducted a demonstration experiment using facial images obtained from surveillance cameras in cooperation with local authorities overseas. In this experiment, we used a total of 24-hour video images collected from multiple cameras installed in busy locations. When we analyzed these images, we were able to obtain a total of about one million facial images. When we applied our cross-profiling system, it took only 10 seconds to obtain a list of individuals who were frequently loitering in the surveilled locations. This is more than 100 times faster than the conventional method in which all faces are compared.


    When conducting the experiment, we requested that actors portraying suspicious individuals also be recorded in the surveillance images. The number of actors and who they were was not to be disclosed to us. When we presented the top 20 candidates for suspicious behavior, we found that all 7 actors were included in the candidate list. We believe that this experiment verified the effectiveness of our technology in retrieving those individuals exhibiting suspicious behavior such as loitering from video data in which a large number of unspecified people come and go.


    Our description so far has assumed that people who frequently appear in the streets might be suspicious individuals. We are confident that this technology can also be applied to marketing and tourism industries, for example, for customers who frequent the store or tourists who are lost in the street.

  


  
    4. Conclusion


    In this paper, we have introduced an example of our new image search technology - Profiling Across Spatio-temporal Data technology, a method of searching for individuals based on appearance patterns. This makes it possible to retrieve suspicious unregistered individuals - in addition to individuals who have already been registered (as is the case with conventional systems) - from vast amounts of image data. This will enable surveillance cameras to be utilized not only in the investigation of crimes, but in the prevention of crimes as well.


    We plan to turn this technology into a product in FY 2016.
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    NAKADAIShinji, OYAMADAMasafumi
  


  
    Abstract


    The assignment of features to individual products (product DNA as seen from the perspective of the customer) is becoming popular. Although the aim of this technology is to implement marketing based on the hobbies and tastes of customers, it is often accompanied in practice by troublesome issues. NECs customer profile estimation features low labor input and yields high accuracy. It is a technology based on NECs unique strategy of relational data mining technology that predicts the profiles (job, hobby, annual income, etc.) of all customers, being evaluated from some of entire data. When the customer profiles are enhanced using this estimation technology, it becomes possible to discover the real needs related to buying, display, new product planning and sales promotion for individuals who have previously been overlooked. The technology will thereby enable the effective planning of more specific measures.
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    1. Introduction


    It is predicted that the use of big data in applying AI and machine learning technologies will be effective in implementing marketing methods that can adaptively meet different consumer needs (micromarketing).


    1.1 Insufficiency of Detailed Customer Profiles


    Nevertheless, even when a large amount of data is available, there are many cases in which the features of the data are insufficient for an effective use of machine learning. For example, the features that are mentioned in the customer data refer to profile information such as age, gender, hobbies and lifestyles etc. Many enterprises already collect basic customer profile data, such as age and gender, but they do not collect detailed profiles such as for hobbies and lifestyles etc.


    In addition, even when the basic profile offers a definition such as for a woman in her 40s, this can hardly be considered an effective measure. If a more specific profile such as a woman fond of traveling is obtained, the means and channels of promotion can be clarified and their effects can be anticipated. In order to make this possible a detailed profile of the customer is needed.


    In general terms, the estimation of a customer profile is the enhancement of the master data (basic data of business elements), which can be classified into the vertical (line) orientation and the horizontal (row) orientation, depending on the orientation of the enhancement (Fig. 1). An example of vertical orientation is to define customer features that are considered to be important for promotion (exercise, annual income, travel, etc.) and then to do a questionnaire on a sample of the customers and estimate the profiles of all customers based on the answers to the questionnaires. This procedure often employs supervised learning techniques such as regression and discriminant analysis (Fig. 2). On the other hand, the horizontal orientation discovers new customer features without estimating them in advance (Horizontal in Fig. 1). The method often employs unsupervised learning techniques such as clustering. Below we focus on the vertical orientation.


    
      [image: Fig. 1 Enrichment of master data.]

      
        Fig. 1 Enrichment of master data.
      

    


    
      [image: Fig. 2 Detailed profile estimation using Logistic regression and discriminant analysis.]

      
        Fig. 2 Detailed profile estimation using Logistic regression and discriminant analysis.
      

    


    1.2 Product Features from Customers Perspective (Product DNA)


    The kinds of products bought by a customer can become a reference for estimating the customer profile. However, as for the customer master data, the product master data also only consists of basic information, such as price and product categories, and does not have the information that enables the estimation of customers hobbies and lifestyles. Some advanced retail enterprises handle this issue by authorizing human personnel to assign product information from the customer viewpoint (product DNA) to each product. This strategy is aimed at defining a detailed profile of each customer based on product DNA and purchase data (Fig. 2 and Fig. 3).


    
      [image: Fig. 3 Traditional product DNA-based profile estimation.]

      
        Fig. 3 Traditional product DNA-based profile estimation.
      

    

  


  
    2. Issues


    However, the traditional method using the product DNA presents certain issues, the first of which is the volume of man-hours needed for the work. For example, convenience stores and supermarkets handle tens of thousands of products. Several months work would be necessary if their product DNA was assigned by human labor. The second issue is that the product DNA is subjectively influenced by the personnel assigning it. For example, some regard low-calorie foods containing artificial sweeteners as healthy products and some see them as unhealthy products.

  


  
    3. Customer Profile Estimation


    To solve these issues, we have developed an AI technology that can automatically estimate the customer profiles without manually assigning features (product DNA) to the products (Fig. 4). This technology employs AI, to replace human personnel in extracting the customer features and the product DNA from the purchase data. It then hypothetically allocates detailed customer profiles by using the extracted data.


    
      [image: Fig. 4 Customer profile estimation without information assignment to products.]

      
        Fig. 4 Customer profile estimation without information assignment to products.
      

    


    3.1 Generation and Verification of Hypotheses


    The detailed customer profile estimation is composed of two phases; 1) the phase of hypothesis generation (extraction of customer groups and product DNA) from purchase data, and 2) the phase of hypothesis verification for verifying hypotheses in contrast to the sampling of actual answer data (detailed profiles of sample of customers, obtained via returned questionnaires). The accuracy of profile estimation of this technology is improved by repeating these learning processes in turn (Fig. 5).


    
      [image: Fig. 5 Accuracy improvement by repeating hypothesis and verification.]

      
        Fig. 5 Accuracy improvement by repeating hypothesis and verification.
      

    


    3.2 Hypothesis Generation from Purchase Data


    In the hypothesis generation phase, the customer features and product DNA information are extracted using the purchase data. Those extracted data are grouped by customers with identical purchase and products with similar purchased patterns. In addition to the occurrence or non-occurrence of purchases, the quantities, time and prices of purchase are also taken into consideration in order to reflect more hidden features, such as responses to new products and price reductions.


    3.3 Hypothesis Verification Using Actual Data from Returned Questionaires


    In the hypothesis verification phase, a model of supervised learning (logistic regression and discrimination) of the customer attributes to be predicted is generated for each of the customer groups obtained as hypotheses. Subsequently, the allocation of the customers from which the real answer data is obtained (in the detailed profiles obtained by the questionnaire) to the customer group is corrected so as to improve the profile estimation accuracy. The correction makes it possible to generate hypotheses in the next hypothesis generation phase with higher accuracy (Fig. 6).


    
      [image: Fig. 6 Traditional prediction technique (left) and proposed technique (right).]

      
        Fig. 6 Traditional prediction technique (left) and proposed technique (right).
      

    


    Repeating the hypothesis generation and verification several times as described above makes it possible to estimate detailed customer profiles with higher accuracy.


    3.4 Support for Product DNA Assignment


    In the above, we discussed the scenario about how to estimate the profiles of the remaining customers in case that detailed profiles of some customers are obtained by questionnaire. This technology can be applied to the product DNA assignment. When the product DNAs are already assigned to some of the products manually, the product DNA can be assigned automatically to the rest of products (Vertical in Fig. 1(b)).


    The Rolling Ball algorithm is one that supplements the product DNA from that of selected products. This algorithm supplements the product DNA of a product based on other products bought by a customer who also bought the product in question. However, as the influence of products bought by many people (such as eggs and milk) is often exaggerated with this method, it tends to ignore minor, or strongly personal features. Devices such as elimination of data on products with important influence are necessary to alleviate this problem, but this is still an impromptu measure, rather than a radical one. The technology proposed here is free from such a problem because the purchase relationship develops features as hypotheses and the model is created based on the product DNA obtained from the actually answered data.


    When this technology was applied to publicized data, analysis was possible in 1/20th of the time and with 6% higher accuracy than for the analysis by experts.

  


  
    4.Applications for Retail Trade and Marketing


    4.1 Application for Business Operation Achieved by Data Visualization


    When detailed customer profiles and product DNA are available, visualization of data or rule extraction by machine learning are possible from a different perspective than from formerly. In the following section, we report on an example of applications for marketing activities in retail trade industry.


    4.2 Application for the Retail Trade


    With in-store merchandising such as merchandise mix, it is important to adopt measures that can promote sales clerk innovations in the field. For example, when a sales clerk receives new products and displays them, a clerk of outstanding ability may decide on an appropriate customer image to her/his store such as a health-oriented busy member of society and then display products accordingly (Fig. 7). However, even when the adopted measure is accurate, there is no knowing which layer of customer reacts to it unless detailed customer profiles exist. The accurateness of the measure taken according to the hypotheses can be verified when the corresponding profiles are available. In addition, the possibility of objective measurement of effects from the purchase data permits us to compile a report on effective measures in the field and to share the report with other shops. These hypotheses and verification results can also be utilized in the development of new products.


    
      [image: Fig. 7 Visualization of profiles for sharing know-how in the field.]

      
        Fig. 7 Visualization of profiles for sharing know-how in the field.
      

    


    4.3 Application for Promotion Measures


    Our technology can be applied to the sign analysis. By analyzing data obtained from communications or credit card members, assessment of their lifestyle information can improve cancellation prediction efficiency. The obtained lifestyle information also helps in considering more specific measures. The predictive analysis target is whether or not one certain customer is likely to cancel a contract, other than predicting the detailed customer profiles in the above case. Since age and gender are insufficient to yield high prediction efficiency, the individual accounts used for deposits and withdrawals by each customer are added to the inputs. As a result, several accounts used by people fond of traveling via travel companies, for example, can be grouped as a common feature, which also allows the grouping of customers in the same way.


    If the cancellation rate of a group fond of travel is found to be high in a specific period, it is possible to plan a campaign with the travel company as a measure for preventing cancellation of the corresponding customer layer. In this way, estimation of the detailed customer profiles support design and planning of more specific measures.


    4.4 Utilization in Customer Referrals


    Ordinary purchase analyses are not capable of analyzing customers who have never bought anything through a sales channel. Moreover, provided that there are multiple channels by which customer IDs can be connected, this technology can group customers based on the product purchase data of the channels they have previously used, so that appropriate products can be recommended to the appropriate customers, even when new channels are needed.


    For example, in promoting the use of a department store to customers who use convenience stores but have not used a department store, the use of a department store can be promoted by recommendations chosen specifically to suit each customer from the products available in an optimum department store. The analysis method of analyzing purchases of multiple channels and implementing referrals of customers between channels as described above is called the multi-relational analysis (Fig. 8).


    
      [image: Fig. 8 Referral channels using multi-relational analysis.]

      
        Fig. 8 Referral channels using multi-relational analysis.
      

    

  


  
    5. Relational Data Mining Technology


    5.1 Machine Learning Specializing in Business Data


    The customer profile estimation technology introduced in this paper is referred to generically as relational data mining. Here, relation means a relational data model, which is a combination of predicate logic and set theory. Just as there is machine learning specializing in text or music, this is the one in a relational data model as a form of business information.


    An example of the form of business information is the star schema. The star schema is a schema composed of several dimension tables and a fact table. Data is processed in this schema when the BI tool is used for visualization of general business operations. The dimension tables correspond to the business elements (masters) such as products and customers and the fact table corresponds to business achievements such as the purchase data.


    5.2 Machine Learning Using Individual Information without Processing It


    On the other hand, many machine learning technologies handle data as a single unregulated table instead of using data models. Even when the business operations are represented as relational data models, they aggregate achievements by connecting individual items using keys, such as the shop ID and the product ID. They are then able to perform predictions as features of the shops and products such as price ranges and prices. This process has a variety of attribute design techniques and the processing work is referred to as ETL (Extract, Transform and Load).


    Unlike ordinary machine learning technologies, relational mining retains the IDs in the tables, that is, individual information. It performs prediction by estimating the information hidden behind each individual product and shop (Fig. 9). The utilization of business data in learning without altering the information structure makes potential customer referrals as well as sales promotions depending on the context (location, time).


    
      [image: Fig. 9 Characteristics of relational mining]

      
        Fig. 9 Characteristics of relational mining
      

    

  


  
    6. Conclusion


    In the above, the authors propose a technology for estimating detailed customer profiles, such as by their hobbies, product desirability or annual income etc. With the traditional customer feature estimation technology it has been essential to assign product features. It has been predicted that the use of big data by applying the AI and machine learning technologies will be manually effective from the perspective of the customer (product DNA). Moreover, the proposed technology generates hypotheses on product and customer features that are based on the purchase data. Detailed profiles may then be estimated from the reliable smart data collected from the questionnaires, so that the effort of assigning product DNA is not required.


    The possession of information on hobbies, product desirability and annual income is expected to support the design of appropriate customer promotions as well as encouraging new product developments.
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    Abstract


    A factor analysis engine is an analysis technology that secures the product quality of manufacturing industry production plants. Traditionally, when the quality of a product deteriorates an expert analyzer is employed to assess the quality deterioration factors by using experience based data analysis. However, this process often takes a long time or is unable to accurately specify the factors. The factor analysis engine solves these issues by automatically analyzing the time-series data of the sensors installed in the production facilities, by identifying the factors that are causing the quality deterioration and by providing information on remedial action that leads to solutions. This paper introduces the characteristics and mechanisms of the factor analysis engine and also describes an example of its application.
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    1. Introduction


    Industry 4.0 requires maximization of quality as well as cost reduction. In this paper we introduce the factor analysis engine, which is an analysis technology for securing quality in the industrial operations (production management) of manufacturing industry plants.

  


  
    2. Present Issues


    Manufacturing plants deploy various activities for improving quality. Nevertheless, quality deterioration such as in the occurrence of defective products still occurs due to various factors, which include equipment failures and other technical faults. If a factor causing the quality deterioration can be identified immediately, quality may then be restored by eliminating that factor. However, when identification is not possible, quality cannot be restored, thereby exerting important effects on the productivity.


    Recently, it has been the function of an analyzer possessing expert knowledge on manufacturing plants and analysis technologies that was employed to analyze these factors. Nevertheless, such analyzes relying on personal capabilities takes time to deliver a satisfactory result or sometimes it is incapable of obtaining such a result. In addition, as production facilities are becoming increasingly complicated and each piece of equipment becomes a component part, the entire system has become a black box, with which identification of the quality deterioration factors is very hard to establish. This situation is further aggravated by the current shortage of suitably experienced analysis personnel.


    At NEC, we are conducting R&D into invariant analysis as an analysis technology for detecting signs of equipment failures in such a complex system1). System Invariant Analysis Technology2) detects signs of failure from breaks in relationships between the time-series data acquired from the production facilities. It can discover anomalies caused by equipment failures but cannot discover anomalies in the values of sensors that do not have (linear) relationships with other sensors. The technology cannot detect an anomaly until a relationship is broken and it cannot analyze the cause even when a certain sign of anomaly exists before the relationship breaks. In order to deal with this issue, we are conducting R&D into the factor analysis engine as a supplementary technology to support invariant analysis.

  


  
    3. Factor Analysis Engine


    The factor analysis engine identifies the factors causing production of defective products in a manufacturing plant from the time-series data of the production facilities. Its features are shown in Fig. 1.


    
      [image: Fig. 1 Features of the factor analysis engine.]

      
        Fig. 1 Features of the factor analysis engine.
      

    


    Up to the present time, the technology has succeeded in automating the pre-processing function required for the analysis, identifying the causes from multiple viewpoints based on the pre-processing results and providing suggestions for improvement. This has been achieved without relying on the experience of the analyzers who used to evaluate production facility data in the factories. Specifically, the engine can extract and present the behavior (characteristics) of sensors that vary depending on quality so that the plant operators can adopt remedial procedures based on the presented results.


    3.1 Input Data


    The input data required for cause identification consists of the time-series data from sensors installed at the production facilities (pressure, temperature, flow rate, etc.) and the quality data that enables judgments regarding high and low product quality. Fig. 2 shows an example of the input data. The upper graph depicts the time-series data of sensors and the lower graph the quality data. The curve in the lower graph represents the data obtained by measuring quality as a numeric value and the broken line represents the quality deterioration criterion. In this example, the quality is judged to be high when the value is above the judgment criterion and low when it is below the judgment criterion. Since it is sufficient for the input data to tell whether the current data belongs to the high-quality or the low-quality section, the analysis is possible even without the time-series data graph as shown in Fig. 2. This is provided that the information distinguishing section A for the high-quality section or section B for the low-quality section is available.


    
      [image: Fig. 2 Input data.]

      
        Fig. 2 Input data.
      

    


    3.2 Factor Identification Technique


    In this section, we will describe the factor identification techniques of the factor analysis engine by using Fig. 3.


    
      [image: Fig. 3 Factor identification technique.]

      
        Fig. 3 Factor identification technique.
      

    


    The factor analysis engine begins operation with the pre-processing of time-series data and the feature quantity extraction from the time-series data. Table 1 shows examples of the feature quantities.


    
    
      Table 1 Examples of feature quantities.
    
[image: 160113_04.jpg]


    Regarding the feature quantities, sub-series data is generated by extracting a window with a certain period of time, w, from the time series data (1 to T  w + 1) and sliding the window (Fig. 4). Computations such as statistical processing are then applied to each of the sub-series to generate new time-series data on feature quantities (w is the window width and T the total length of the time-series).


    Next, the time-series data on feature quantities obtained by pre-processing is used to generate the ranking of the feature quantities affecting the quality. For this purpose, the degree of influence of each feature quantity is scored for each of multiple feature selection techniques* (rankers) and the overall scores are calculated by normalizing the score of each ranker and merging the normalized scores.


    
      [image: Fig. 4 Feature quantity extraction from time-series data.]

      
        Fig. 4 Feature quantity extraction from time-series data.
      

    


    3.3 Output Results and Interpretation


    Table 2 shows an example of the final results output by the factor analysis engine. It presents the sensors affecting the quality by sorting them in order of score. The listed features include the sensor name, shape of time-series data, the score and time-series data citing important influences on the score (quality).


    The sensor ranked as the top one in Table 2 has the name of tank_pH (pH value in tank), and the featured quantities exerting particularly important influence on it are the mean (mean value), org (original time series), qt95 (quantile of highest 5%), qt05 (quantile of lowest 5%), etc. These results allow the analyzer to understand that what is required is to apply controls so that the pH value inside the tank can maintain a status tending toward acidity.


    
    
      Table 2 Example of final results output from the factor analysis engine.
    
[image: 160113_06.jpg]


    When we examine the rest of the rankings, we find that wing_speed (mixing blade revolution speed) is ranked in the second position. As PinBin1 (minimum frequency band among the power spectrum density of each frequency), PinBin2 (second minimum frequency band) and Fmax (maximum power spectrum density of resonance frequency) vary, we find that there is a certain issue with the way the blade revolves.


    Based on the information obtained here, the fundamental cause of the problem can be disclosed and the quality can be improved by investigating and verifying the associated phenomena. For example, if there is an issue in the control of the mixing blades? if the machine is working as designed? or if there is any influence of the viscosity of the material?

  


  
    4. Examples of Applications


    4.1 Yield Deterioration Factor Analysis


    A typical application example of the factor analysis engine is when the yield of a product deteriorates. Products may be produced on multiple completely identical manufacturing lines using the same raw materials and the same control method and the yield may be deteriorated only for some of the facilities/lines (such as by a decrease in the density of the produced object). In this case the factor analysis engine can be applied to identify the factors causing the trouble. Improved yield can be expected by connecting the sensor and feature identification results in order to review the operating procedure and control the relevant parameters (Fig. 5).


    
      [image: Fig. 5 Yield deterioration factor analysis.]

      
        Fig. 5 Yield deterioration factor analysis.
      

    


    4.2 Facility Availability Rate Deterioration Factor Analysis


    For example, in a chemical plant, periodical occurrences of piping blockages, etc. may cause production facility shutdowns and the availability rate is deteriorated as a result. If the period until the shutdown is diversified, it becomes difficult to establish the manufacturing and periodical servicing plans, which can lead to an increase in the costs. The factor analysis engine is capable of identifying the sensors that are affective over the period until shutdown (sensors that extend the period until shutdown and their features) as well as the operation parameters to be changed and the positions to be inspected and cleaned etc. These measures can extend the general period before shutdown and thereby prevent deterioration of the facility availability rate (Fig. 6).


    
      [image: Fig. 6 Availability rate deterioration factor analysis.]

      
        Fig. 6 Availability rate deterioration factor analysis.
      

    

  


  
    5. Conclusion


    As described in the above, the factor analysis engine can identify the sensors affecting the deterioration of quality and their features from the time-series data and quality data. These can be called the quality deterioration factors. In addition to the quality deterioration, the engine can also identify the factors causing two kinds of status in various production facilities as seen with the yield deterioration factor analysis described in section 4. In the future, we intend to continue to improve the development of specific solutions by applying the factor analysis engine. This strategy is aimed at contributing to manufacturing plant quality improvement.
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    Abstract


    Energy demand forecasting for each city area, sales prediction for each product in a retail store, prediction of decline in customer satisfaction toward provided services, etc. The importance of accumulation and utilization of big data is now recognized widely. Progress in the machine learning technologies, such as in NECs heterogeneous mixture learning technology is enabling highly precise data-driven predictions. This paper introduces decision making and actual application cases using artificial intelligence (AI) together with the associated challenges that go beyond prediction. The Predictive Optimization discussed here is the state-of-the-art technology that allows us to make decisions (what should we do) based on predictions (what will happen).
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    1. Introduction


    Energy demand forecasting for each city area, sales prediction for each product in a retail store, prediction of decline in customer satisfaction toward provided services, etc. The importance of accumulation and utilization of big data is now recognized widely. Progress in the machine learning technologies, such as in NECs heterogeneous mixture learning technology thereby enables highly precise data-driven predictions. NEC has developed a heterogeneous mixture learning technology1)2) and has applied various predictive analysis solutions that include: power demand forecasting3), water demand prediction, product sales prediction4) and inventory demand prediction5).


    Machines have begun to use predictive analysis to generate large amounts of predicted information. Attempts to make planning and decisions (what should we do) on the basis of the predicted information as well as prediction (what will happen) are being started at the leading edge of advanced analysis. For example, decision making such as energy production planning to minimize energy wastage, price strategy to maximize store revenue, and promotion planning to maximize satisfaction of each customer have all previously been undertaken by human experts based on their experience. Although it has recently become possible to support customers via predictions based on large amounts of data, the predictions themselves are merely information and are not capable of providing direct support and automation for decision making.


    In this paper, we will introduce NECs Predictive Optimization technology, which enables prediction-based decision making using AI. This technology has the following three features:


    
      	Fusing prediction and optimization


      	Balancing safety (risk) and effectiveness


      	Overwhelming computation speed

    


    In the following, we explain the background and salient points of each feature and go on to introduce case study of their application to the optimization of retail prices. In the demonstration experiment*1, we optimized the prices of 30 kinds of beverage based on the data of the past two years of a retail store and succeeded in deriving a strategy to bring about 16% higher sales (simulated value) than that achieved from ordinary optimization. Regarding the time taken for the computations, while ordinary optimization (mixed integer programming) is not capable of computations in a realistic period of time, our predictive optimization technology achieved a significant increase in speed by completing computations in less than a second. Thus demonstrating that predictive optimization can maximize the effect and value of decision making.

  


  
    *1 Off-line validation/trial computations using past data.

  


  
    2. Predictive Optimization Technology


    2.1 The Fusion of Prediction and Optimization


    The predictive optimization technology brings commercial value by making use of the predictions of heterogeneous mixture learning technology and by adopting information that cannot be directly, thereby making possible advanced optimization that was previously unavailable (Fig. 1). Heterogeneous mixture learning technology is a technology for deriving highly accurate predictions with high explanatory capabilities. This is done by identifying the relationships that exist between the various parameters in the huge amounts of data. Our predictive optimization technology performs optimization by using the derived prediction as the input. Now let us see why prediction is necessary for advanced optimization.


    
      [image: Fig. 1 Fusion of prediction and optimization.]

      
        Fig. 1 Fusion of prediction and optimization.
      

    


    This is because the traditional optimization that is based simply on the direct observation of data has a limit. For example, in commodity price decisions, lowering the price of product A may require consideration of the sales of a related product B, as well as an increase or decrease in the sales of product A. Such complicated relationships cannot be obtained directly from the data. It is the heterogeneous mixture learning technology that uncovers the predicted values as well as the relationships between the various factors involved in the optimization.


    Previously, optimization has been based simply on information that may be clearly observed from the data. Fusing the heterogeneous mixture learning technology makes it possible to utilize the highly accurate predicted values and the estimated relationships as the inputs for optimization. When following-day-demand can be predicted and the relationships between product demands can be made clear, it will also be possible to place orders for minimum stock-outs for multiple products. The predictive optimization technology will enable even invisible information sources to be uncovered and provide more profound optimization that will extend far into the future.


    2.2 Balance of High Safety and Its Effects


    The predicted values and estimated relationships generated by machine learning are uncertain information that contain both predictions and estimation errors*2. Decisions made based on predictions are always accompanied by risks, in as much that it is impossible to make 100% correct predictions. To make active use of prediction-based decision making in a business environment, it is essential to derive highly effective and high safety (low-risk) planning and decisions by correctly evaluating the risks and effects of the uncertainty that accompanies prediction (prediction errors).


    It is a difficult task for humans to identify and to judge quantitatively how prediction errors are produced and which are the cases that might increase profit or loss. The predictive optimization technology learns the trends of errors produced in prediction results and reflects the results automatically to optimization. By this process, it can deal with problems that are hard to deal with by conventional optimization procedures. Such as by the deviation of errors from the normal distribution and increased uncertainty due to the accumulation of errors produced by a large number of predictions by means of unique optimization techniques. Thereby, preventing the significant losses that would be incurred by prediction errors and the derived planned values with which both the safety and effectiveness coexist (Fig. 2).


    
      [image: Fig. 2 Optimization considering prediction uncertainties.]

      
        Fig. 2 Optimization considering prediction uncertainties.
      

    


    2.3 Impressive Computation Speed


    Many of the actual decision-making problems can be formulated as combinatorial optimization. As the variables increase, the combinations to be searched increase exponentially and require a very long time for calculating a solution. Meanwhile, the predictive optimization technology enables a significant speed increase by using a revolutionary and unique algorithm that models the relationships between variables (such as those between the sale and price of articles) as a mathematical graph (Fig. 3)6). By using the predictive optimization technology even a problem that would require an unrealistic computation time if searched via ordinary mixed integer programming*3 may be solved and can provide an optimum strategy in less than a second. Furthermore, we have also confirmed that the strategy derived via this technology can provide much improved effects compared to those of the mixed integer programming. Combining the significant speed increase and the high interpretability of heterogeneous mixture learning technology enables strategy optimization while testing the various extraneous factors and conditions associated with optimization.


    
      [image: Fig. 3 High-speed algorithm based on graph theory.]

      
        Fig. 3 High-speed algorithm based on graph theory.
      

    

  


  
    *2 Errors caused by probable fluctuations of the parameters estimated by machine learning.


    *3 In the example of price optimization described in chapter 3, a computation time of more than five hours was required to calculate the optimum val ues of the prices of 30 articles.

  


  
    3. Demonstration Experiment of Retail Price Optimization


    One of the most significant factors influencing the sale of a product at a retail store is the price. Decisions regarding list prices, including daily discounts and campaign prices are of critical strategic importance that can improve the competitiveness of a store. However, as may be seen with cross price elasticity (the fact that the discount of product A affects the sale of product B) and cannibalization (contradictory relationships between the sales of products A and B), the price and sales are in a complicated relationship in which N-to-N products are intertwined and price settings that rely on human factors such as intuition have their limits. With the demonstration experiment introduced here, we have derived a price strategy that can maximize the total sales of products by simultaneously optimizing the prices of 30 beverages in a retail store.


    We first analyzed the sales information*4 of the 30 products over about two years with the heterogeneous mixture learning technology in order to define the relationships between sales and prices as well as those for external factors such as the weather. The learned relationships are inputs to the predictive optimization technology in order to derive a price strategy that can maximize the weekly sale.


    Conventional optimization that does not consider the uncertainty of prediction can formulate this issue as a mixed integer programming problem. In general, however, a mixed integer programming problem requires computation time of an exponential order. According to the experiment, it took more than five hours to obtain the prices of 30 articles even when a commercial high-performance solver*5 was employed. On the other hand, the predictive optimization technology was able to solve the problem in less than a second thanks to the unique optimization algorithm described in section 2-3 above. This makes possible interactive strategy planning based on simulations by varying the conditions.


    When the strategy of calculating with ordinary optimization that does not consider the uncertainty of prediction as described in 2-2 (1) and the strategy calculated with the predictive optimization technology that considers the uncertainty (2) are compared; strategy (2) was able to improve the sale by about 16% while strategy (1) had a sale reduction of about 20%*6. This result suggests that strategy (1) attempted to optimize by accepting prediction results that may contain errors and consequently, increased the risk of deteriorating the sale, while strategy (2) could avoid risk by considering the uncertainty of prediction errors and consequently succeeded in deriving a strategy that has a high probability of improving the sale.

  


  
    *4 Experiment data provided by KSP-SP Co., Ltd. (http://www.ksp-sp.com).


    *5 For the purpose of comparison, a GUROBI Optimizer 6.0.4 was used in the present demonstration experiment.


    *6 Though a detailed explanation of the statistical confidence interval is omitted here, it can be said that roughly the 90% confidence interval means that a certain event (no more than X% of sale increase) is rejected with a 90% probability.

  


  
    4. Expanding Scope of Application


    The predictive optimization technology is a universal technology that implements decision making, planning and decisions (what should we do) based on prediction (what will happen) by means of artificial intelligence (AI). For example, cases of water supply operation management, purification, storage and distribution are planned based on the experience of administrators according to the predicted water demand value. This method has nevertheless been accompanied with issues, such as the large amount of water wasting due to excessive treatment, high electrical energy costs due to inefficient pump operations and frequent changes of plan caused by demand underestimations.


    According to our trial calculations assuming application in the technology fields introduced herein, it would be possible to reduce the energy cost by up to 20% and decrease the planned changes due to demand underestimation by 90%. Furthermore, the scope of application of predictive optimization technology extends over a wide range of fields. These include the continuing retention of high customer satisfaction by means of campaigns based on satisfaction predictions, and the safety and security improvement of social infrastructures due to maintenance based on equipment/infrastructure degradation predictions.

  


  
    5. Conclusion


    In the above, we introduced the technical features of the predictive optimization technology together with the results of its demonstration experiment. These features implement decision making (planning and judgment) based on predictions using artificial intelligence (AI). As the big data analysis and AI technology are increasing in importance, attempts to make business decisions under the support of AI are expected to increase even further in the future. The authors of the present paper aim to enable decision making in the field of large-scale social systems, which are difficult to achieve by humans alone. In order that we may contribute to the realization of a better society, this will be done by means of the heterogeneous mixture learning and predictive optimization technologies.
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    Abstract


    High frequency bus operations in metropolitan areas should provide a reliable service to passengers by reducing their EWTs at bus stations. In several metropolis such as London and Singapore bus operators receive monetary incentives if they manage to reduce the EWTs of passengers or penalties if they fail to do so. However, optimizing the regularity of bus operations by preventing bus bunching is a computationally intractable problem and bus operators are not able to schedule the daily bus trips in an optimal way. Therefore, they rely on in-house expertise to manage their operations without fully exploiting the potential of applying operational control measures such as dispatching and bus holding at stations. For this reason, our work models the regularity-based bus operations and introduces REFLEX, an AI agent which enables the implementation of bus control actions. REFLEX uses a heuristic Sequential Exterior Point Greedy method for optimizing bus service operations and is tested in a trial with a major bus operator in Asia. REFLEX was able to optimize bus services with 200+ daily trips in just 1-2 minutes of computational time, while providing 17-35% theoretical service regularity improvement subject to a set of strict operational constraints such as adherence to layover times and departure frequencies ranges. Thanks to REFLEX rapid computation, bus operators can also simulate further service regularity improvements resulting from relaxing some operational constraints or adding more trips. Looking further, REFLEX can be combined with e-paper based timetable displays to provide a fully dynamic operational schedule and will be extended to support multi-modal interchange optimization.
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    1. Introduction


    High frequency bus operations in metropolitan areas are regularity-based and strive to reduce passenger excess waiting times (EWT) at stations by avoiding bus bunching and maintain even headways between consecutive bus trips. However, bus routes are naturally unstable systems and headway variance tends to increase along a route, causing buses to bunch together1). When a bus arrives at a station with a long headway, a large number of passengers must board (and alight), causing further delay. To provide more reliable services, transportation authorities around the world have established Quality Incentive Contracts based on monthly penalty/bonus schemes. For example, metropolis such as London2) and Singapore3) have adopted a scheme that penalizes operators based on passengers EWT.


    Several approaches have been proposed to alleviate bus bunching, such as skipping stops or embedding slack time in the schedule to hold buses in control points with the use of simulations4-6).


    Moving a step further7), proposed a distributed control architecture based on multi-agent negotiation where stops and buses act as agents that communicate in real time to achieve dynamic coordination. The work of the reference8) was also one of the first addressing the regularity-based problem by considering all running buses as agents that negotiate the implementation of control measures that might affect some of them more than others.


    Due to the inter-connectivity and high frequency of all daily trips of a bus service, the optimization of regularity-based bus services is a multivariate problem. As a result, this problem is computationally intractable and bus operators (i) generate ad-hoc daily bus schedules with the use of commercial manual planning software and in-house experience which do not mitigate properly the service reliability issues, (ii) cannot respond to bunching or other adverse operational situations by updating the daily schedules or introducing control measures that ensure the improvement of service reliability.

  


  
    2. Regularity-based Bus Operations


    A number of daily bus trips is assigned to every bus service in a city during the tactical planning phase. Improving the performance of regularity-based services without introducing on-demand trips can only be achieved by re-scheduling the departure times of existing bus trips or via bus holding at stations.


    Bus services should satisfy a number of requirements imposed by the transport authority and the service operator. A first requirement comes from the bus frequency allocation phase which dictates that departure times between two successive bus trips should remain within a predefined time range for addressing the passenger demand levels.


    Another typical constraint is the Maximum Loading Point constraint which dictates that over a time period at least a number of bus trips should serve selected bus stations to ensure that passenger demand is not greater than the bus service supply. Finally, the layover time constraint dictates that bus drivers should take a short break of 0-25 minutes before starting their next trip.


    The control variables of the regularity-based optimization problem are the departure time changes of bus trips and the bus holding times at any other station.


    Bus operators need mainly to minimize the EWT at a specific number of bus stations subject to all operational constraints which were described above. The EWT of passengers can be modeled by a nonlinear function which is not convex leading to a computational intractable problem with exponential computational complexity, that requires uo to 10175 years to find the optimal dispatching and bus holding control measures for a bus service with 180 daily trips assuming that one computer performs 1012 operations per second.

  


  
    3.Optimizing Regularity-based Bus Services with REFLEX


    REFLEX follows a rolling horizon approach for identifying the most suitable control measures. It gathers Automated Vehicle Location (AVL) information about the service operations and re-schedules the remaining daily trips by applying dispatching and bus holding changes as presented in Fig. 1. Therefore, REFLEX acts as an artificial intelligent agent which observes the bus operations through AVL sensors and acts using actuators (bus dispatching time changes and bus holding) for achieving the EWT reduction and operational constraints satisfaction goals.


    
      [image: Fig. 1 Dynamic optimization of regularity-based bus operations in a rolling horizon.]

      
        Fig. 1 Dynamic optimization of regularity-based bus operations in a rolling horizon.
      

    


    REFLEX utilizes Stochastic Annealing (SA) to converge to a stochastic global minimum of the passenger EWT function. In case of operational constraints, the constrained optimization problem is approximated by an unconstrained one with the use of a Sequential Exterior Point Greedy method (SEPG) for converging to a stochastic global EWT minimum while satisfying the operational constraints described above.


    REFLEX uses an iterative heuristic search method which is composed of the following features:


    
      	approximating the regularity-based constrained optimization problem by an unconstrained one with the use of an exterior point penalty function


      	start the solution search by applying some random dispatching/bus holding measures and utilize a greedy hill-climbing search for finding new dispatching and bus holding control measures that reduce the value of the passengers EWT


      	terminate the search when the hill-climbing search cannot find any new control measures that improve further the EWT.

    


    This global minimization method is stochastic (heuristic) and is presented in Fig. 2. As a consistency check, the algorithm can be run from a number of different random starting points to check if a better stochastic global optimum can be found since an exact optimization method cannot be applied due to the non-convexity of the objective function and the computational complexity.


    
      [image: Fig. 2 REFLEX Sequential search of dispatching and bus holding control measures for EWT reduction and operational constraints satisfactions.]

      
        Fig. 2 REFLEX Sequential search of dispatching and bus holding control measures for EWT reduction and operational constraints satisfactions.
      

    


    REFLEX manages to converge rapidly to a stochastic global optimum and reduces the computational complexity from exponential to polynomial time that depends on the required sequences until convergence.

  


  
    4.REFLEX Testing and Vaildation with Data from a Major Operator in Asia


    The main scope of the case study is to test REFLEX capabilities on (i) improving regularity-based bus operations in terms of passenger EWT reduction; (ii) satisfying all operational constraints; (iii) converging fast to a solution for enabling implementation of dynamic control measures.


    Bus operators, especially in metropolitan areas, utilize advanced software packages for planning the daily trips of bus services and rely also upon their in-house expertise during the operational phase. For this purpose, we tested how much the bus operator can be benefited by implementing the REFLEX for improving its existing planned operations. For this we test two bus services (one circular and one two-directional) which are carefully selected such that:


    
      	the first bus service operations violate several operational constraints but feasible re-planning solutions exist;


      	the second bus service operations violate many operational constraints which cannot be satisfied without introducing additional trips.

    


    The circular service operates n=245 daily trips, covers 7.5km and serves S=22 bus stops with an average trip travel time of 37 minutes (the topology of both services is presented in Fig. 3).


    
      [image: Fig. 3 Topology of circular (left) and bi-directional (right) bus services.]

      
        Fig. 3 Topology of circular (left) and bi-directional (right) bus services.
      

    


    The circular bus service is a feeder service covering residential blocks, schools, public amenities and connecting them to a Mass Rapid Transit (MRT) station.


    It also had an EWT score of 0.2098 minutes and five (5) operational constraints were violated during the daily operations with the use Bus operations optimized. After applying REFLEX the daily EWT theoretical gain was 22% with dispatching time re-planning which increased further to 35% with bus holding control measures. In addition, all operational constraints were satisfied. The improvement of passengers excess waiting times at every critical station is presented also in Fig. 4 and the satisfaction of the five violated frequency range constraints in Fig. 5.


    The computational performance tests were implemented on a 2556MHz processor machine with 1024MB RAM and REFLEX converged in 1 min. and 41 sec. showcasing that it can be applied for dynamic optimization of the entire day bus operations.


    
      [image: Fig. 4 Excess Waiting Time improvement at critical stations of the circular service for the daily periods of AM Peak; OP; PM peak and NT.]

      
        Fig. 4 Excess Waiting Time improvement at critical stations of the circular service for the daily periods of AM Peak; OP; PM peak and NT.
      

    


    
      [image: Fig. 5 Violated Frequency range constraints of the circular bus service before and after REFLEX optimization.]

      
        Fig. 5 Violated Frequency range constraints of the circular bus service before and after REFLEX optimization.
      

    


    The second case study is one high-frequency two-directional bus service with n=224 bus trips per day (112 for direction 1 and 112 for direction 2). The average trip travel time for direction 1 is 1 hour and 33 minutes and for direction 2 is 1 hour and 29 minutes (direction 1 length: 23.5km; direction 2 length: 22.6km). Both directions serve the same number of bus stops (60 bus stops per direction) and the topology of the bus stops was presented in Fig. 3.


    The daily bus operations optimized by the service operator with the use of commercial software and in-house expertise led to a service-wide EWT score of 0.06932 minutes and thirty (30) violations of layover time constraints resulting to non-proper resting times for drivers in 14% of the cases.


    In this case, REFLEX searched for optimal dispatching and bus holding control measures and converged in 1 min. 57 sec. after reducing the EWT score by 17%. The thirty (30) violated layover time constraints were also reduced to six (6) affecting the resting time of only 2.7% bus drivers instead of 14% as presented in Fig. 6. REFLEX identified also that for satisfying all layover time constraints the bus operator should introduce additional bus trips to that service.


    
      [image: Fig. 6 Violated Layover Time constraints on both directions of the two-directional bus service before (top) and after (bottom) REFLEX optimization.]

      
        Fig. 6 Violated Layover Time constraints on both directions of the two-directional bus service before (top) and after (bottom) REFLEX optimization.
      

    


    The infeasibility issue of the two-directional service allows REFLEX to explore how its exterior point penalty can put more emphasis on satisfying some constraints while violating others according to the bus operator requirements. Results from this sensitivity analysis show that giving more importance to some constraints against others can satisfy the constraint priorities of bus operators while not deteriorating significantly the service-wide EWT score (variation of less than 2%).


    Due to REFLEX rapid convergence, the bus operator can explore different scenarios. For instance, REFLEX not only optimizes the regularity-based operations subject to satisfying all operational constraints but it is also capable of exploring the improvement in terms of regularity if some of the constraints are violated. This is very valuable because the bus operator might decide to violate some secondary operational constraints if the regularity improvement is too strong. Results on this direction for the bi-directional service are presented in Fig. 7.


    
      [image: Fig. 7 Service-wide EWT improvements for different numbers of constraint violations.]

      
        Fig. 7 Service-wide EWT improvements for different numbers of constraint violations.
      

    

  


  
    5. Conclusion


    To improve regularity-based operations in dense metropolitan areas, we introduced a dynamic dispatching and bus holding framework (REFLEX). REFLEX was trialed for the regularity-based optimization of the daily bus operations of two inner city bus services (circular and bi-directional). REFLEX was able to satisfy all operational constraints if feasible solution(s) existed.


    REFLEX is structured in such a way that allowed the prioritization of operational constraints and showcased a 17%-35% improvement of the service-wide EWT of passengers compared to the daily bus operations planned based on bus operators in-house expertise and commercial software. Part of this research was made possible thanks to the cooperation with NEC Laboratories Singapore.
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    Abstact


    Recently in the manufacturing industry, there is an increasing trend to collect and analyse the big data of the history of manufacturing and using objects so as to connect those results to production innovations and maintenance & inspection services. Individual recognition is fundamental for the acquisition of data of the individual objects. Nevertheless, the traditional methods of identification by attaching barcodes or RFID tags to objects are not capable of recognizing the individual electronic components that are reducing in size, or the precision machines or materials that do not accept surface processing. This paper introduces applications of the Fingerprint of Things in the individual recognition and IoT. These enable the identification of individual parts of even uniformly manufactured industrial products by image recognition of the finely depicted surface patterns (Fingerprint of Things) in the images obtained with a regular camera.
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    1.Introduction


    Recently an increasing trend in the various fields of the manufacturing industry is the application of IoT, with which the production history such as that of the processing and inspection of every manufactured product is collected and analysed as big data. The results are used to improve the quality control and production efficiency as well as supporting the design and processing accuracies. Unlike the original IoT with which a sensor was embedded in each individual product in order to obtain its data, collection of data from a product or part being manufactured necessitates the individual recognition to associate each piece of data measured by an external sensor or processing device. The individual recognition has usually been done by writing the serial number or attaching a barcode or RFID tag to each object. However, as these traditional individual recognition methods are not applicable to recently developed electronic components of extremely small size or to precision machines and materials that do not accept surface processing, it cannot be used to acquire individual data on the production history.


    At NEC we have developed the Fingerprint of Things, this is a technology that is capable of the high-accuracy recognition of every individual piece of uniformly manufactured industrial products. This is done by applying image recognition of fine surface patterns (Fingerprint of Things) to the images of the things obtained by simply photographing them with a regular camera. This technology achieves individual recognition of various objects to which traditional ID tags are inapplicable and it thereby enables the use of IoT to record individual data of them. Below, we introduce the implementation of traceability, production innovation and product/component maintenance & inspection services that make use of the IoT by discussing individual component recognition in an example of the machine manufacturing industry.

  


  
    2.IoT Based on Individual Recognition of Mass-produced Components


    The traditional IoT used to handle the final product as a single thing, however, the final product actually consists of a huge number of components. In the manufacturing and maintenance supply chains, each individual piece of such components are also products that are things to which application of the IoT is desirable. For example, every aircraft is composed of a huge number of components. From tires and brakes to small items such as nuts and bolts used to retain the other components. Each of these components should be equipped with optimum performance and quality in order to avoid critical accidents. Even when a defect is found in only one of them, it is required to trace back the manufacturing history to identify the aircrafts using those components having the same problem and to recall them. In addition, it is also crucial for safe operations that such huge numbers of components are maintained and replaced routinely and optimally. In the field of maintenance, personnel inspect and replace a huge number of components that are mounted on aircraft including bolts and fasteners. They also manage and check the manufacturing history data.


    If the IoT is applied to the management of the history of processing and work associated with such a huge number of components, it can contribute significantly to the achievements of both the efficiency and safety. Recently, the use of various IoT solutions have been expanding to identify individual things by attaching ID tags carrying barcodes or RFID and storing and analysing data such as the manufacturing history and usage situations. However, there are actually many things to which the IoT cannot be applied due to the impossibility of individual recognition. These include components that have sizes too small for attaching the tags, such as bolts and electronic components, as well as those that do not feature surface processing, such as precision machine components and materials. Even with components to which the tags can be attached there is also the problem of the very high cost required to attach the ID tags to the huge number of components (Fig. 1).


    
      [image: Fig. 1 Issues in reserving traceability at the individual object level.]

      
        Fig. 1 Issues in reserving traceability at the individual object level.
      

    


    Individual recognition of such objects by applying the Fingerprint of Things, instead of by using tags, makes it possible to expand the various advances available via the IoT. For example, registering the Fingerprint of Things, images of each component on the component manufacturing line in a database and associating such data with the individual manufacturing history, specifications and inspection result data is performed as shown in Fig. 2. It thereby becomes possible to automate the checking of authenticity and specifications of each component as well as the recording and inspection of its usage circumstances in all of its shipping destinations and usage sites worldwide.


    
      [image: Fig. 2 Individual objects traceability system based on Fingerprint of Things identification.]

      
        Fig. 2 Individual objects traceability system based on Fingerprint of Things identification.
      

    

  


  
    3.Fingerprint of Things Identification Technology


    3.1 Fingerprint of Things


    The Fingerprint of Things identification is a technology for implementing individual recognition and authentication. This is achieved by capturing images of the surface pattern specific to each individual piece of a product or component (Fingerprint of Things), which is produced spontaneously in the manufacturing process, and by then matching such images. The recognition of even very small individual components or of those that cannot allow process on the surface is possible by simply recording their images under magnification and optimum lighting conditions with a standard camera1）2）.


    A general idea about industrial products is that there may be no individual difference between industrial products of identical specifications that are manufactured to avoid variances by using manufacturing equipment of identical specifications. However, when the surface image of a component is photographed under a specific lighting condition and it is magnified using a microscope, it is actually observed that the surface irregularities of each component has a slightly different pattern from those of the other components (Fig. 3). These differences are naturally not at a level that would affect the performance and quality of each product or component, but the presence of differences between individual pieces can still be recognized from such images.


    
      [image: Fig. 3 Examples of two fingerprints observed on metal bolts manufactured using the same mould.]

      
        Fig. 3 Examples of two fingerprints observed on metal bolts manufactured using the same mould.
      

    


    Whether it is a machine component manufactured with high-accuracy cutting or a component made from the same mould, the Fingerprint of Things of each individual component still has unique features different from the others. This can be observed with any image obtained under optimum lens and lighting conditions using a regular camera such as that of a smartphone. In short, as do living things, industrial products also have fingerprints unique to each individual object that may be used for individual recognition.


    Surveys of a large number of various industrial products and components carrying the same model numbers have found that each individual item has its own unique Fingerprint of Things on its surface (Fig. 4). Matching of the identicalness of such fingerprint patterns enables the individual recognition of each piece of a huge number of objects.


    
      [image: Fig. 4 Fingerprint of Things of various materials and objects.]

      
        Fig. 4 Fingerprint of Things of various materials and objects.
      

    


    3.2 Photographing the Fingerprint of Things


    Highly accurate individual recognition/authentication of mass-produced components requires the fingerprint of each individual piece to be photographed and registered in a database. Although the size and fineness of a fingerprint varies between things, high accuracy of recognition can be achieved by using optimum lens and lighting conditions so that the acquired image can clearly represent the unique features of each individual piece.


    In this paper, we describe an example of the method of photographing a fingerprint from a metallic component (the method is variable depending on the properties of the component). Specifically, we individually selected the recognition of the bolts that are representative of the mass-produced components. We then developed a photographic method assuming the use of a mobile terminal that is easily distributed to the user, and prototyped a photographic device, aiming thus at the auto-collection of the Fingerprint of Things, images of individual bolts.


    In order to photograph the fine profile irregularities of glossy surfaces such as metallic surfaces as fingerprints by using a regular camera we have developed a lighting system called FIBAR (Fingerprint Imaging by Binary Angular Reflection1). FIBAR is designed to capture the individual dissimilarities of object surfaces as stable images of Fingerprint of Things by enhancing local inclinations as shades.


    Fig. 5 shows a FIBAR mechanism that utilizes ambient light without the need of a special lighting device that may be implemented via a smartphone or a low-cost mobile device such as an industrial tool, so that the user of the components can easily use it. Simply mounting a low-cost mechanism such as this on a mobile device or industrial tool enables photographing of the Fingerprint of Things and of their individual recognition by its use.


    
      [image: Fig. 5 Construction of FIBAR mechanism for acquisition of Fingerprint of Things images using a mobile device or industrial tool (left), the mechanism mounted on a smartphone (right).]

      
        Fig. 5 Construction of FIBAR mechanism for acquisition of Fingerprint of Things images using a mobile device or industrial tool (left), the mechanism mounted on a smartphone (right).
      

    


    On the other hand, the manufacturing lines engaged in mass-production need a system that can acquire the images of a large quantity of components one after another. Fig. 6 shows a registration system for the Fingerprint of Things that automatically captures the fingerprints of a large quantity of bolts and builds an individual recognition database by using them. With this system, bolts in the specified pose (so that they face the camera from the front) are conveyed and photographed immediately below the camera sequentially from the right. To take pictures of the components flowing one after another over a short period, the FIBAR mechanism employs LED lighting and enhanced brightness contrast with identifiably high quality Fingerprint of Things images even when the cameras shutter open time is short. Fig. 7 shows some examples of actually photographed Fingerprint of Things depicting the bolt surfaces.


    
      [image: Fig. 6 Auto Fingerprint of Things imaging system (prototype) for use in manufacturing lines.]

      
        Fig. 6 Auto Fingerprint of Things imaging system (prototype) for use in manufacturing lines.
      

    


    
      [image: Fig. 7 Examples of Fingerprint of Things images on the bolt surfaces captured with the auto-imaging system.]

      
        Fig. 7 Examples of Fingerprint of Things images on the bolt surfaces captured with the auto-imaging system.
      

    


    3.3 Matching the Fingerprint of Things


    The images of Fingerprint of Things can be matched using an image matching technique based on local feature amount and an algorithm for verifying the consistency of the geometric layout of feature points. First, the points where there are sharp brightness changes and the positions of which can be determined stably are defined as feature points. Next, the local brightness patterns around the feature points are extracted into the feature descriptor data. Then, from both of the images to be collated, feature points with minimum differences in feature descriptor are obtained as pairs. Finally, the geometric consistency of the overall arrangement of the feature points is verified so as to select only those pairs without inconsistency in their relative position relationships with other feature points.


    Assuming that the total number of feature points extracted from the two collated images (the photographed image to be collated and the image of each individual item in the database) is Ntotoal and the number of the feature points pairs with correct geometrical layouts is ninlier, S, the score of collation of two images, can be calculated using the following formula.


    S = ninlier / Ntotoal (1)


    When the score of collation is higher than the specified threshold, it can be determined that the two images are of the same individual item.


    When the Fingerprint of Things of the component in hand is matched with those of all individual items in the database, only the identical item achieve the high score above the threshold so that it can be identified. If there is an individual item not registered in the database, which means that it is a different or counterfeit component, it does not achieve a score above the threshold so it can be identified as an illegal item not covered by the database. Fig. 8 shows an example of collation of identical individual items and that of collation of different individual items.


    
      [image: Fig. 8 Examples of matching of Fingerprint of Things images.]

      
        Fig. 8 Examples of matching of Fingerprint of Things images.
      

    

  


  
    4.Example of IoT Implementation Based on Fingerprint of Things


    Fig. 9 shows an image of the use of IoT for preventing human errors in aircraft maintenance making use of identification of individual bolts based on the Fingerprint of Things identification. When each and every individual piece of the massively employed bolts can be identified with the Fingerprint of Things using a camera embedded in an industrial tool, it will contribute greatly to the elimination of human errors including component misuse and checking omissions3）. In addition, such a system is also capable of automatically storing a large amount of routine inspection data in the cloud, including records of when who attached each bolt at which torque. It is expected that AI-based analyses of the big data automatically acquired as described above will bring about new kinds of knowledge such as the discovery of positions frequently causing trouble.


    
      [image: Fig. 9 An application of IoT in the maintenance & inspection work implemented with individual bolt identification based on Fingerprint of Things identification.]

      
        Fig. 9 An application of IoT in the maintenance & inspection work implemented with individual bolt identification based on Fingerprint of Things identification.
      

    

  


  
    5.Conclusion


    In the above, we described that the individual recognition based on the Fingerprint of Things of various objects that do not accept the attachment of traditional barcodes and tags can expand the applications of IoT to various scenarios, such as tracing and manufacturing to the inspection of component parts. The Fingerprint of Things is a key one that automates the identification of objects that do not accept tags and expands the IoT to include all things.


    We intend to deploy this technology for application in a variety of new fields.
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  Achieving a more omoroi society through the application of the brain’s yuragi (fluctuations) to bring computer energy consumption down to an amazingly ultralow level
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    In the not-too-distant future, the demands of ICT will require new computing technology with energy efficiency vastly superior to what we have today. To achieve this, scientists are taking a tip from the human brain, which consumes a fraction of the amount of power used by a computer. The secret of the brains efficiency is believed to lie in its yuragi (stochastic properties of biological systems).


    To find out what this could mean for the future of computing, Toshiyuki Kano, Executive Chief Engineer at NEC Central Research Laboratories sat down with an expert in this field, Toshio Yanagida, Specially Appointed Professor of Osaka University.

  


  
    Powerful synergy created by researchers from many different fields working together


    Kano:You head the Center for Information and Neural Networks - or CiNet. Can you start by explaining exactly what it is and what it does?


    Yanagida:CiNet started in 2011 at research centers belonging to the National Institute of Information and Communication Technology, or NICT, and to Osaka University. Our objective was to develop leading-edge technology with intelligent functions, while at the same time improving our understanding of how the human brain works. CiNet was formally established with the opening of the CiNet research building in 2013. Since then, we have been conducting basic research into brain functionality and applied research in areas such as information and communications technology, brain-machine interface, brain function measurement, and robot engineering. We have over 200 researchers and graduate students working here.


    Kano:Back in the winter of 2013, Professor Masayuki Murata of the Graduate School of Information Science and Technology at Osaka University told me that you wanted to make brain chips so I should go and talk to you. That was the first time we met. In April 2016, Osaka University and NEC opened the NEC Brain-Inspired Computing Research Alliance Laboratories in the CiNet research building. That was the beginning of our joint research into brain-inspired computing technology.Anyway, what was it that got you thinking about making brain chips?


    Yanagida:I belonged to the electrical engineering department at college and was studying semiconductor physics. Then I got a job at an electronics component manufacturer and subsequently decided to switch the focus of my research to biology. The reason I did that was because the basic concept of semiconductor physics was well understood by that time and was transitioning to practical applications, and I thought I would like to do research in a different undeveloped area. So I started thinking about making brain chips that would work like a living organism.


    Kano:Why did you choose NEC as a partner to make brain chips?


    Yanagida:As a matter of fact, when I was a senior at college, I did an internship at the NEC Central Research Laboratories. So I already was quite familiar with NEC.


    Kano:But you didnt join NEC after your internship, did you?


    Yanagida:No, I didnt. There were many very competent people at the Central Research Laboratories. But it seemed kind of too clever so I was reluctant to join them because - if you dont mind me saying - it just didnt look like omoroi in the Osaka dialect (laughs). To tell you the truth, I just wasnt capable of keeping up with them. But when I look back now, it was what triggered me to change my subject to biology.


    Kano:When you proposed this joint research project to us, I was just about at the end of one stage of the research I was involved in at the time and I was wondering what my next challenge would be. So when I heard about the idea of brain chips, I thought maybe we could apply the mechanism of the brain to computers. And when I talked to you, I thought, hey, it would be interesting.


    By the way, you are also the director of RIKENs QBiC and its also doing joint research with NEC. So there are actually four entities - CiNet, QBiC, Osaka University, and NEC - conducting joint research. What do you think?


    Yanagida:The significance of using living organisms as a model is not to break everything down into its constituent components such as the brain and molecules, but rather to find out what basic principles they all have in common. The real significance of this research is that researchers from different research areas are working together - for example, the human brain for CiNet, molecules and cells for QBiC, information systems for Osaka University, and semiconductors and IT for NEC.

  


  
    Developing a computer with ultra-low power consumption by applying the concept of brain yuragi


    Kano:You are researching biological systems focusing on brain yuragi. What do you think we can learn from living organisms thats applicable to semiconductor technology?


    Yanagida:What really distinguishes biological systems from semiconductor-based digital systems is that the former is incredibly more energy-efficient than the latter. For example, AlphaGo, a specialized computer program designed to play the board game go, was in the news recently when it beat a human opponent. To do that, it had to use 250 kilowatts of electricity. The human brain, on the other hand, only consumes about 20 watts. This includes the energy to keep neurons alive. So we developed technology that measures the brain temperature using MRI and MRS at high resolution and tried to find the difference in energy consumption between when the brain is at rest and when it is thinking. The difference was just 1 watt. When you look at it on a cellular level, the cell uses a mere 1 picowatt, although it is a complex system and processes massive information. If we can figure out how such complex systems can be controlled using such a small amount of energy, we might be able to apply the same principles to the creation of an ultra-low power consumption computer.


    Kano:And the secret to that is in the yuragi. Am I right?


    Yanagida:Exactly. One of the reasons the computer needs so much energy is that it has to shut off noise. Thats not the case with the brain - running at 1-20 watts - and the cell - running at 1 picowatt. Rather than shutting off noise, we think they actually take advantage of it. Noise may be something that we humans consider a nuisance, but thats not necessarily the case for other living organisms. So we developed single-molecular nano measurement technology that can directly observe the activity of a single protein molecule. Then we observed a motor protein molecule called myosin thats responsible for muscle contraction. What we found is that myosin uses a form of group-based autonomous cooperation by taking advantage of the yuragi of thermal motion.


    Kano:Is that what you mean by shaky state?


    Yanagida:What I mean by shaky is that a transition is taking place. In terms of engineering, you could see it as performing attractor selection using yuragi. Todays computers derive answers by processing all data correctly - which means an outrageous amount of computation when things get complicated and that means it has to use an equally outrageous amount of energy.


    In the meantime, chemical reactions in the brain and cells are extremely complex. If you tried to accurately control all of these reactions using computers, youd need an unbelievable amount of computation.


    For example, the number of synapses that connect the cerebral neurons is about 100 trillion. Even if this is controlled simply with 0 and 1, the number of combinations would be at least two to the power of 100 trillion. If these combinations are calculated with supercomputers, even a few dozen billion nuclear power generators wouldnt be enough. But look at our brain. It only uses 1-20 watts. And its hard to believe that it controls all the chemical reactions. How does it do it? Chemical reactions do not occur independently. Because the energy they use is almost indistinguishable from thermal noise, they can autonomously achieve metastable states, known as attractors, while interfering with each other using yuragi. In other words, reduction with a high degree of freedom takes place spontaneously. The idea is that a limited number of states are selected by the yuragi. When brain activity is actually measured, you find that it undergoes spontaneous fluctuation (yuragi) around various states from the unconscious state. That is to say, the brain prepares attractors that have the potential to take the next action even when its in an idle state and it chooses the appropriate attractor while fluctuating back and forth.


    Kano:You also conduct applied studies in networks and robots that use yuragi in a similar way to living organisms, right?


    Yanagida:Right. Professor Masayuki Murata is working on networks, and Professor Hiroshi Ishiguro is developing robots that are more like humans. If we tried to control these networks and robots with digital systems, calculations on the order of 10 to the power of a few dozens would be required to control a vast amount of different elements and reactions, resulting in an explosion of combinations. However, if they can figure out which alternative is correct while fluctuating back and forth between different states, rather than between individual elements, then it should be possible to control those networks and systems with very little energy, even if they are complicated.


    Kano:Its been a few months since Osaka University and NEC launched the NEC Brain-Inspired Computing Research Alliance Laboratories and we asked you to head it. We look forward to building new computer systems using the yuragi mechanism while learning many things from you. Wed love it if you could give us some advice on how to expand our perspective.


    Yanagida:As I said, you cant help but end up having a combination explosion when you try to control everything at the element level. So it wouldnt work. The secret lies in the mechanism in which you insert noise into each element to make it free while activating interaction between the elements to limit the number of possibilities or conditions that come up to the surface. So you can choose a possibility instead of having an explosion of combinations.


    Lets take a familiar phenomenon as an example. If you leave a bowl of miso soup on the table for a while, a pattern is generated in the soup due to the convection phenomenon. What we are trying to do is control this pattern using macro parameters such as the boundary condition and temperature rather than correctly describing everything on the molecular level. You could say that control is possible as long as you use macro thermodynamic parameters to design engines even if you know nothing about details on the molecular level.


    Kano:If we try to simulate miso soup using existing technology, the only way would be like allocating a 64-bit-or-so address to each grain of miso and theoretically calculating the collision of every single molecule. Thats not the way you do it. Is it like a new order is created through a formation of things moving autonomously into groups?


    Yanagida:Yes. If I elaborate on it further, the process of creation of new value is also yuragi. Just like the pattern in the miso soup changes when the temperature changes by 0.1C, we have to take account of human behavior in which we derive answers while taking action and making decisions according to various environmental changes. But the brain doesnt seem to have such a beautiful algorithm, so I think there is a possibility we can achieve that using an unexpectedly simple mechanism such as deep learning.

  


  
    How should we interpret singularity?


    Kano:Changing the subject, the singularity or the so-called 2045 problem is getting some attention lately. What do you think about this?


    Yanagida:In a sense, unraveling the principles of the brain is more terrifying and carries a heavier burden of responsibility than developing nuclear energy. Im sure there would be more than a few researchers who would quit if we got close to the point of being able to elucidate everything about the brain. If AI were to surpass humans and it looked like there could be serious consequences, itd be necessary bring social scientists, politicians, and people from all walks of life into the discussion, not just AI researchers. Yet Im optimistic about it. I dont think the so-called singularity or the 2045 problem will happen. And I have a feeling that even many brain researchers dont buy that either. I mean, not in terms of technology but rather of mentality, so to speak.


    Kano:At NEC, we want to be the worlds top player in the AI field. For that reason, we are actually seeking to generate the singularity. We think its important to have an attitude where everything that can be imagined or anticipated we try to achieve, so we want to create technology that will accelerate the singularity. The era in which semiconductors continue evolving according to Moores law has come to an end. The evolution of ICT will stall unless we ignite new innovation.


    People are predicting that 10 billion things will be connected by IoT, but conventional technology cannot cope with this. We need a paradigm shift of the computer itself. Until we achieve that, we cant stop the evolution of AI technology whether it is called the singularity or otherwise.


    As you said, we have to do something if things start to look serious. But by that point, if a human-surpassing AI has come into existence, it may be able to overcome any rules we try to impose on it. So I think we should get together with experts from a wide variety of fields and draft a roadmap now that prevents runaway AI.


    Yanagida:As to the question of what creates the singularity, AI is one of the most effective ways to solve the issue you are talking - such as what to do when 10 billion things are connected by IoT. The total amount of digital information today is 1.8 zettabytes, and thats expected to increase twentyfold in the next ten years. So if the energy used by computer-related equipment today accounts for just a few percent of total power consumption, that means that it will account for a few dozen percent ten years from now. The key to solving this grave problem lies in the principles of life. If we succeed in turning them into actual applications, well be able to dramatically reduce the energy used by computers. The significance of our joint research is precisely in responding to such qualitative changes.


    Kano:I think you are right. We will knuckle down and work even harder.

  


  
    omoroi research will create an omoroi society.
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    Kano:Which brings me back to Omoroi research (fun research) that you are always talking about. When did you start saying omoroi research?


    Yanagida:Maybe it was in 2001 when I became the research director at Osaka Universitys Graduate School of Frontier Biosciences. What triggered me to start saying that was when I started questioning the way that science and technology were developing. In the 20th century, everything was focused on convenience. Now in the 21st century, qualitative and spiritual wealth has become important. When we think about what quality and wealth are, we Osakans would say omoroi society.


    Kano:What nuance does omoroi have?


    Yanagida:Its an idea that arises from the question of how exactly do we benefit society by avidly improving scientific and technological levels, increasing productivity, promoting energy saving, and making new drugs. Do people really want science and technology to keep progressing? Maybe there are more people who feel uncomfortable about it.


    Stop the research. There is no point in making things even more convenient and making peoples life spans even longer. Thats what my wife says to me all the time (laughs). So maybe we should change our way of thinking. Its not that what we should do without science and technology. Rather we should create an omoroi society in a backcasting manner, so to speak. And that will make everyone happy. With this hope in our mind, we call our research omoroi research. Maybe its hard to understand for non-Osakans. Its something that wells up from the bottom of your body and mind.


    Kano:Like trembling with joy?


    Yanagida:Yes, fun to the point of carrying us away. Its neither interesting nor smart. Its like every drop of our blood tingles with excitement. I think from now on we should think about society, science, and technology that will make everyone unconsciously feel, Isnt it fun?


    Kano:I myself have had a chance to work with and talk with scholars in different specialties in the joint research with Osaka University. And I get carried away by every single thing that comes up in the conversation. I just find it all incredibly exciting. Maybe that aspect supports your omoroi research.


    Yanagida:Unless you conduct omoroi research, you cant help create an omoroi society. I look forward to continuing to conduct omoroi research with NEC.


    Kano:I know you think were all really serious at NEC, but I hope we can learn from you and become more innovative by introducing a little omoroi into our corporate culture and help you create an omoroi society. Thank you very much.

  


  
     This article is edited based on an interview conducted in July 2016.
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  What is Brain-Morphic AI?
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    Brain-Morphic AI is a revolutionary new concept in artificial intelligence (AI) that challenges the conventional approach to AI development. Instead of using digital technology, Brain-Morphic AI seeks to more closely approximate the actual human brain by using analog circuits. Advanced trials of this new technology have now been implemented under the direction of Kazuyuki Aihara, one of Japans leading scientists in the field of mathematical engineering. Here, Dr. Aihara chats with Yuichi Nakamura, General Manager of NECs System Platform Research Laboratories, about the various elements required for AI to reproduce the brain.

  


  
    Analysis of the brain and nervous system based on mathematical engineering


    Nakamura:Dr. Aihara is the leading authority in mathematical engineering - a discipline that seeks to solve various problems by developing mathematical models to represent a wide range of natural phenomena. As for the brain, what kind of research have you conducted so far?


    Aihara:My mentors in brain research are brain scientist Dr. Gen Matsumoto and applied mathematician Dr. Shunichi Amari. While I was working with Dr. Matsumoto in experiments of squid giant axons, he taught me about the complexity and dynamics of nervous systems. As for Dr. Amari, because I was the associate professor of the Amari Laboratory, I had a chance to learn from him just how much fun and exciting theoretical research can be. In that sense, the basis of my research was built on my studies of the brain and nervous systems from both the experimental and theoretical aspects.


    Nakamura:Are you saying that the brain and nervous systems are based on mathematical engineering?


    Aihara:Im particularly interested in the dynamics of organisms. For a mathematical way to describe dynamics, dynamical systems theory is the most powerful of all. So the basis of my research is mathematical modeling using dynamical systems theory.


    Nakamura:I think there are multiple patterns for the neural models of the brain. Isnt it difficult to cover all of them using a mathematical method?


    Aihara:The human brain is composed of an enormous number of neurons  about 100 billion  and each neuron has its own characteristics. So it is impossible to reproduce all of the characteristics, and thats precisely what makes mathematical engineering important.


    There has been significant progress recently in research into neurons  especially in the higher-level cerebral cortex. It has been discovered that there are two classes of neurons in the cerebral cortex - class 1 and class 2. As a stimulus to the neurons is gradually intensified, they generate electrical pulses. This is called firing. It is known that there are two types of characteristics in change of firing frequencies. One is a pattern in which the frequency continuously increases from almost zero, and this is called class 1. The other is a pattern in which the firing of some non-zero frequency suddenly starts at a certain threshold, and this is called class 2. When these are looked at from a mathematical point of view, they can be clearly classified using bifurcation theory  the saddle-node bifurcation for class 1 and the Hopf bifurcation for class 2. This is an important point. When creating a hardware model of a neuron for example, all thats needed to reproduce class 1 and class 2 neurons is to design the model so that these bifurcations will occur. So what we are trying to do is to create a neuron model that generates these two types of bifurcations using the device characteristics of electronic circuits.


    Nakamura:Does it mean even if there are multiple brain models, the cerebral cortex that controls thinking and remembering can be reproduced as long as a template neuron model is created?


    Aihara:Yes. All you need to do to create both classes is to change the parameters of the same model in our framework.


    Nakamura:Are there any examples of applications that use such a mathematical model of the brain?


    Aihara:One of the most important brain functions is attention. When a living creature pays attention to something it is looking at, that is a high-level function of its brain. So we tried to determine what mechanism is at work in the brain when the creature pays attention to something. Then we came up with a mathematical model that approximates what happens when the actual brain pays attention. When this is applied in practice, it will be possible to make a robot, for example, turn its attention to different things.


    One of our recent studies that has been widely praised is a study on the attention of a bat. A bat emits ultrasonic waves and uses the reflected signals to determine the location of targets. So we studied the flying routes of bats and the directions in which they emit ultrasonic waves when they prey on insects in the dark at night. Our analysis combined both experimental work and mathematical models. We found that the bat paid attention not only to the insect immediately ahead of it, but even to the target next to it. In other words, the bat was flying while searching for the optimum route that would connect these two points while simultaneously keeping an eye on the insect immediately ahead and the food next to it. This result could be applicable to the design of an auto driving car, for example. You can make it pay attention not only to the car right in front of it, but also to the cars ahead of them. This is just one example of the many things we can learn from living creatures.

  


  
    Learning from each other - conducting joint research with NEC


    Nakamura:When NEC became aware of your research, NEC proposed a joint study in AI using hardware. How did you feel about our proposal when you first heard it?


    Aihara:Frankly, I thought it was a good theme. Thats because although research into AI is now actively underway in Japan, Japan is far behind in the area of neuromorphic hardware compared to Europe and North America. Personally, I was quite worried about this so it was happy to take up the challenge when NEC approached me.


    Nakamura:Is there any chance for us, starting so late, to compete with Europe and North America, when they are already so far ahead of us?


    Aihara:I dont think there is any problem. Thats because the hardware research in this field has the origin in Japan. The worlds first electronic neuron model was created by Dr. Jin-ichi Nagumo, who was in the generation of researchers preceding Dr. Amari. I think that was in 1962. He used the negative resistance of the tunnel diode which was the most advanced technology at that time to implement an electrical circuit with the nonlinear characteristics of neurons. This circuit is so important historically that it deserves to be in a museum. But it is stored in my laboratory now. So even though there arent many scientists researching neuromorphic hardware today in Japan, this country is the wellspring of such research. So its fair to say that we have a lot of potential.


    Additionally, even if were dealing with hardware, the first thing to do is to create a neuron model. So originality in that point is called into question. Because we are simultaneously conducting mathematical analysis of neurons and research into the theoretical clarification of the property, we believe that we can achieve the worlds top-level research by combining mathematical research with the hardware research.


    Nakamura:What do you expect from our researchers at NEC when conducting the research?


    Aihara:We are of course confident in mathematical models of neurons. However, we dont have the rich technical expertise in electronic circuits needed when our models are actually implemented. So we expect to learn the technology pertaining to electronic circuits from NEC while we offer theoretical insights to NEC.


    Nakamura:At NEC, we have accumulated knowledge in the characteristics and efficiency of electronic circuits. We hope to make useful products by taking advantage of this know-how when our joint project works to actualize brain-like computers.

  


  
    Simulating the human brain using analog circuits


    Nakamura:What should we do with the results of our joint research?


    Aihara:The work we are doing is not just a simplified neural network, which is a fad right now. Our research is longer term. Our goal should be to create AI based on a model that mimics the actual human brain. We can do this by implementing in hardware the essential dynamics of the brain such as what the brains neurons do and what the brain as a network does.


    Nakamura:What exactly do you have in mind? Can you be more specific?


    Aihara:The point is that its not a digital simulation. Instead, it will replicate neurons with analog circuits. Existing digital computers cannot handle real numbers with an infinite sequence of digits. For example, even if you try to digitally implement a chaotic phenomenon in which the complexity of real numbers surfaces, all you can do is to follow its shadow. But if you do this with analog electronic circuits that can express real numbers, chaos emerges naturally as dynamical behavior of electronic circuits. We have years of experience in this research, so we are confident that we can perform a massive amount of processing by applying the analog property to neurons.


    Nakamura:Talking about the difference between analog and digital, is it like the difference between digital and analog music  where an MP3, for example, eliminates components inaudible to human ears while a phonograph record reproduces detailed sound?


    Aihara:Although analog and digital can approximate each other, there is a major difference between a digital computer that performs brain-like processing and a brain that performs analog calculations using the nonlinear dynamics of parallel distributed processing because there is a clear difference between principles that underlie their calculations.


    So what we want to do is to make an AI using current technology that acts in a way that more closely resembles the way the real brains of animals and humans work. We call it Brain-Morphic AI.


    Nakamura:What does Brain-Morphic mean?


    Aihara:It means reproduction of the dynamical behavior of real neurons and the brain using spatio-temporal dynamics of parallel distributed processing based on mathematical models of the neurons and brain.


    Nakamura:NEC is also working on the development of computers that dont use von Neumann architecture. Is Brain-Morphic AI something beyond that?


    Aihara:I think we have to approach this from many different directions. In the first place, the origin of current computers is the Turing machine. Turing himself was trying to put the brains information processing into a model. That turned out to be successful as technology, eventually leading to the development of todays computers. But thats only part of the information processing the brain performs. In other words, although the brain is capable of logical thinking, in reality it often performs illogical thinking. Just think about how you think when you get drunk (laughs). So the brain can do things that are not logical. There are intuitive things that cannot be handled by todays digital computers. However, the most interesting part of this research for us is to derive the calculation principles that underlie the intuitive aspects of the brain and then to use those principles as the basis for the creation of a brain-like computer.


    Nakamura:The models created through this research will be efficiently implemented in cooperation with NEC. Is that correct?


    Aihara:Yes, thats exactly right. I hope that, by implementing new calculation principles, we can expand this technology into new fields of application. For example, robots with improved attention capability will be fabricated and more advanced autonomous driving will be made possible.


    Nakamura:Even today, it may be possible to do these things if we use dozens of supercomputers. But there are limits on power consumption and processing time if we want to implement them in robots and cars.


    Aihara:To implement AI in various things, it is critical that the AI processor is compact and lightweight, with low power consumption. We are living in a fast-changing world, so we wont be able to respond in time if we have supercomputers in distant locations and transfer the processed data from there.


    Nakamura:Today humans can do these things using our intuition, experience, and instinct. I have a feeling that a world where AI can do these things will be a very, very different world.

  


  
    Finding the right answers quickly
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    Nakamura:When we are dealing with social issues, what we may require are optimized, efficient solutions that can be achieved quickly - like whats called approximate computing - rather than absolutely precise answers down to the last decimal point, as is done when calculating the trajectory of a bullet shell, for example. In this regard, is the neuron model of the brain effective?


    Aihara:Well, our brain always keeps finding so-so answers in a limited amount of time while interacting with changes in the environment and situations. By reproducing this using hardware, we should be able to make a computer flexible enough to cope with dynamic changes in real time. That is one of our most important goals.


    Nakamura:When we write a program, we cant take the effects of any disturbance or interference into consideration. But a new AI like the one we are trying to make would be able to also take the effects of any disturbance into consideration and adjust its program accordingly.


    Aihara:Thats right. First of all, a program is something thats written based on past experience using existing information and data. A problem, on the other hand, is something that needs to be solved - organically, so to speak - and as such it is something that belongs to the future. For this very reason, its important that we change the mechanism of information processing so that it can always cope with future changes and create hardware that can cope with those changes.


    I like martial arts. In the martial arts, you face your opponent without knowing how the opponent will attack. So if we were to make a martial arts robot using the current technology, despite its powerfulness it would not be able to react to its opponents dynamic, unpredictable movements. To create a genuine martial arts robot, its necessary to create a completely new mechanism for information processing based on the assumption that it is impossible to predict what will happen.


    Nakamura:Thats exactly where the social issues NEC is trying to solve reside. We hope that together we can make dream systems able to handle any problem by combining hardware and mathematical models. Can you tell us what you expect from NEC in this regard?


    Aihara:As I pointed out earlier, NEC has a lot of hardware expertise. So I would want to start by taking advantage of that aspect of the company. As for possible applications, we dont know what kinds of needs are out there. NEC has a lot of experience in dealing with real-world applications and assessing existing and potential social and commercial needs.


    Nakamura:The global population is expected to continue growing, and most of those people will live in cities. Of course, new technology will continue to be introduced, but energy and food could become scarce. The Japanese population, on the other hand, is shrinking, and its work force is steadily declining. To help solve these issues, NEC is committed to making contributions in the fields of information and communications. So I hope we can make good use of your research in this regard. Thank you very much.

  


  
     This article is edited based on an interview conducted in July 2016.
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  Combining AI with simulation technology facilitates decision-making even under conditions where data is limited
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    NEC and the National Institute of Advanced Industrial Science and Technology (AIST) have teamed up to establish the NEC-AIST AI Cooperative Research Laboratory in Artificial Intelligence, which conducts joint research and development relating to AI. Here, Akio Yamada, General Manager of NECs Data Science Research Laboratories talks to Takashi Washio, who heads the cooperative research laboratory about the applications of AI in social systems.

  


  
    Using data mining to discover the relationships between phenomena


    Yamada:How long have you been involved in AI research?


    Washio:I started working on AI in the early 1990s. At that time the research was focusing on deduction by feeding limited data into computers. By 1995, which was the first year of Japans Internet age, it was possible to gather a large amount of data. So I started research in machine learning and data mining which was a promising field at the time. I thought I could make a contribution to the field of graph mining by finding a way to discover hidden relationships between graph structures. In 2000, our group announced the results of our research and introduced the term graph mining to the world.


    Yamada:The early 1990s was when the fad for fifth-generation computers and expert systems centering around AI had started to subside. Considering this, why did you think it was a good idea to start studying graph mining?


    Washio:I have a background in physics originally. When you try to turn a phenomenon that exists in the real world into a model, it is important that you give computers the relationship between each item and look for patterns. Maybe that naturally made me orient towards the concept of the graph structure.


    Yamada:What fields is correlation analysis like graph mining applied to today?


    Washio:When I started the research, graphs were still small. I was analyzing the relationship between structures and chemical compounds in the pharmaceutical field. Recently, large-scale graph analysis techniques have become more sophisticated, and they are now used in network analysis and structural analysis of macromolecules. They are also used in various areas such as marketing to analyze relations between individuals, for example.


    Yamada:What problems stood out to you in the 1990s?


    Washio:We had a hard time collecting data and knowledge. The network infrastructure then were not very well developed. So basically all the data had to be entered manually. Also the kind of data that we could collect was so limited that we had to make deductions and find answers based on very little information.


    Yamada:What kind of data were you handling? Can you be specific?


    Washio:Because machine learning at that time was still at the stage of looking for patterns in small amounts of data, one of the toughest tasks for us was to collect that scarce data. Even in analysis of structures and public opinion, going into the field and conducting questionnaires and surveys was the only way to gather the data.


    Yamada:Gathering a large amount of data is a breeze now. So today the process only starts after that. I imagine what was important at that time was designing and planning as well as determining what kind of data would be required.


    Washio:In traditional statistical analysis, its important to collect clean data and data thats easy to pre-process. It was a time in which we had control over precision designing in advance and could choose respondents from unbiased population when a survey was going to be conducted. So the quality of the collected data was relatively high, and the key was how to analyze it effectively.


    Yamada:You mean it was a time that still had interpretability. Putting the interpretability aside for now, we are in the midst of a trend in which we first analyze a large amount of data. Do you think this trend of laborious data analysis will continue?


    Washio:The answer to that is both yes and no. For applications like autonomous driving where a machine has to understand the situation and respond in real time, maybe whats we need is the ability to make an accurate judgment, not interpretability. However, in many applications, people and AI have to work together to execute a task. In that case, interpretability as well as accuracy becomes important, since the people and the machine have to mutually understand for their collaborations. I have a feeling that these types of applications will become more and more common.


    Yamada:I think you brought up an interesting point. To sum up, are you saying that effective communication between humans and machines is required in order for humans to fully use machines and let them take active roles?


    Washio:In some situations humans will need to adapt to communication with machines. When machines try to communicate with humans, they will have to present their solutions in a way that people can understand, rather than simply spitting out an incomprehensible list of numbers.


    Yamada:Are there any other points you havent mentioned?


    Washio:For people to interpret the solutions generated by AI will require a new kind of literacy. Ultimately this will be a problem of education at the basic level. In engineering it means mastering the methods of machine learning and data mining and increasing the literacy needed to make full use of them.

  


  
    Applying simulation to social science to solve social issues


    Yamada:You said earlier that in the time when data was limited you solved problems by using clean data. But there are many areas in the world where data is intrinsically scarce. When we try to expand the capabilities of white collar workers including researchers, it seems to me that the amount of usable data available is surprisingly limited. What do you think?


    Washio:You are absolutely right. When there is a difference between the amounts of data, you have to divide it into three cases - a case with a massive amount of data, a case with some amount of data, and a case with very little data. When we have a massive amount of data, we can apply it to learning such as deep learning. This would make it possible to utilize machine learning and data mining technology to obtain high discrimination capability.


    On the other hand, if the data is focused on a specific area, the amount of data that can be collected will be limited. However, as long as there is a sufficient amount of data - on the level of a few hundred to a few thousand items - current machine learning systems will be able to work with it. While deep learning cannot achieve high precision unless there is a vast amount of data, there are types of deep learning that have been researched in the past that feature quick start-up time and high precision. I think that the application of current machine learning technology such as this will play a key role from now on.


    Now, as for the cases where there is virtually no data, there are many research fields in which it is not possible to extract sufficient data experimentally - such as large-scale natural disasters that happened a long time ago, accidents and events that happen very infrequently, development of rare material, and research into physics phenomena represented by the discovery of the Higgs boson particle. Analyzing this kind of data is not possible with current machine learning and data mining technology, so you have to supplement them with other technologies.


    Id say one of the possibilities is simulation technology. You have to have knowledge of the subject and modeling technology to create and use a simulation. So what you do is make a model thats suitable for a small amount of data and analyze the subject while running the simulation. Or maybe you will need to apply machine learning and data mining to the result of the simulation to understand the phenomenon thats taking place in that simulation.


    Yamada:When we think about simulation, the first thing that comes to mind is a physical wind tunnel test or a weather experiment. What kinds of phenomena do you think you can model at this time?


    Washio:Were now expanding into modelling social science and economics. At our laboratory, we put human movement into models and apply the technology of machine learning and data mining. And then we analyze what mechanism is at work when crowding occurs in a certain space and what measures we should take to alleviate it.


    Yamada:Thats very interesting. If we can perform simulation even in psychological areas that have had no room for AI until now - such as human movement, how do you think our society will change?


    Washio:Something that is being studied globally right now is evacuation simulations using human movement. There is also research that analyzes human flow and movement in shopping malls. In city planning for example, this study has advanced to the level where the movement of people in rush hour can be reproduced qualitatively. Once we can to analyze the movement of people, we can apply the same techniques to the simulation of cars, trucks, and transit systems. So this analysis will be able to be applied to a fairly wide range of phenomena such as distribution and transportation.


    Yamada:When I think about this in relation to NEC, the keywords that pop into my mind are safety, investigation/surveillance, and the like. Do you think its possible to contribute to security guarding, terrorism countermeasures, and disaster prevention, for example?


    Washio:Yes, its possible. For instance, its possible to detect threats in advance by simulating possible scenarios offline. New technology like pedestrian flow sensing has been developed. This can be used for online monitoring in combination with other sensor technology. Or it can be used to manage a specific zone while predicting risk. I think this area has enormous potential.


    Yamada:Going a little further, will it be possible to manipulate peoples thoughts and emotions?


    Washio:Something that is now becoming popular in marketing is to infer peoples thoughts by running a simulation to see what items people are interested in based on their mental characteristics and personality types and then comparing the simulation results and actual sales results. I think there is a lot of opportunity here to take advantage of machine learning and data mining.


    Yamada:Right now, reward cards and POS systems are used to collect data that can be used to analyze customer preferences. Maybe there will be a time in the future when merely observing the targets will enable us to understand what they want and to offer the appropriate services at the appropriate time - with no need to build such large-scale systems.


    Washio:If we continue with the current personalization principles, there may come a time when we can actually sift through peoples thoughts and personalities and use that information for marketing.

  


  
    Solving social issues through joint research aimed at social implementation and industrial application
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    Yamada:The NEC-AIST AI Cooperative Research Laboratory in Artificial Intelligence was established in the AISTs Artificial Intelligence Research Center in June 2016. Please tell us why you chose NEC as partner.


    Washio:Because I had the impression that NEC was approaching AI in a down-to-earth manner. So when I heard about the proposal from the AIST, I thought I could work with NEC. So I accepted the proposal. Im not trying to be flattering or anything.


    Yamada:Thank you very much. You just said down-to-earth. Does that mean you see us a company that conducts research with a practical orientation like solving social issues?


    Washio:Thats right. NEC has a good balance between basic research and applied research. There is no discrepancy between them. In the area of basic research, many researchers from NEC have presented their results at society meetings or published them in academic journals, and those results are applied to actual businesses. I think its wonderful that NEC has maintained such a research structure for so long.


    Yamada:The Cooperative Research Laboratory was launched under your guidance. What do you think we can accomplish in the next three years?


    Washio:At the Cooperative Research Laboratory, we hope to achieve social implementation through methodology, while simultaneously conducting basic and applied research. For example, we are planning to research city planning and city development while simulating human movement, show the results to communities, and create a methodology for actual usage.


    Yamada:Once all this has been achieved, how do you think it will change our society and industry?


    Washio:I think that simulation-based data analysis, machine learning, and data mining will also affect basic science. The third paradigm of science - computational science - is helping science move forward by using models and simulations to help us better understand the underlying mechanisms of various phenomena, while the fourth paradigm - data science - where scientific breakthroughs will be powered by manipulating and analyzing massive datasets. Now everyone is talking about going beyond the current scientific methodology by using AI to integrate simulation and data analysis - that is, the third and fourth paradigms.


    Once this new methodology is put into practical use, we will be able to do amazing things, things we cant even imagine. For instance, in the area of material development, we could develop a completely new material by integrating simulation results and experiment data. It will also have tremendous potential in vast areas of engineering. For example, new principles could be discovered in the information and communications fields that would lead to optimization of these areas.


    Yamada:You mentioned that the way science works is going to change. In some sense this will also impact industry trends, as well. For example, if we can reduce the number of trials and errors, the time required for development of new drugs could be shortened to 1/100 or even 1/1000. This will cause prices to go down and reduce the risk of investment, which will have huge impact on society.


    The aspect of human psychology you mentioned may be applicable to counter-terrorism measures. To make a world where everybody can feel safe, maybe we need to control potential risks by modeling human psychology - to enter peoples thoughts, so to speak.


    Going forward, as you continue your role as leader of the Cooperative Research Laboratory, what do you expect from NEC as a partner?


    Washio:Id like to ask about the actual social issues NEC has already dealt with. I think NEC is in a better position than us to have hands-on experience when it comes to information like this.


    Yamada:At NEC we call ourselves value co-creation laboratories and a value provider. So are you saying that we should bring up specific social issues and work with to develop methods for social implementation and industrial application that will help solve those issues?


    Washio:Thats right. That is the primary raison dtre of the Cooperative Research Laboratory. So I look forward to collaborating with NEC in many areas.


    Yamada:Ive got it. Well do our best to achieve our shared goal. Thank you very much for talking with me today.

  


  
     This article is edited based on an interview conducted in August 2016.
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      General Manager, NEC-AIST AI Cooperative Research Laboratory in Artificial Intelligence, Artificial Intelligence Research Center, National Institute of Advanced Industrial Science and Technology

      Professor, The Institute of Scientific and Industrial Research, Osaka University

    


    
      In addition to fundamental research into the principles of data mining and machine learning as well as algorithms, Professor Washio is also engaged in development of data analysis technology and applied studies in industrial and social areas. He has headed the NEC-AIST AI Cooperative Research Laboratory in Artificial Intelligence since July 2016.
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      In addition to undertaking research in image information compression encoding, as well as in the areas of image analysis and recognition. As head of NECs Data Science Research Laboratories, Mr. Yamada currently supervises research and development in data collection technology and AI-related technology.
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          	Abbreviation

          	Full Spelling / Official Name
        


        
          	Special Issue on AI & Social Value Creation
        


        
          	AI

          	Artificial Intelligence
        


        
          	ASI

          	Automated Security Intelligence
        


        
          	AVL

          	Automated Vehicle Location
        


        
          	BI

          	Business Intelligence
        


        
          	CPS

          	Cyber Phisical System
        


        
          	ETL

          	Extract, Transform and Load
        


        
          	EWT

          	Excess Waiting Times
        


        
          	FIBAR

          	Fingerprint Imaging by Binary Angular Reflection
        


        
          	IoT

          	Internet of Things
        


        
          	MRT

          	Mass Rapid Transit
        


        
          	O2O

          	Online to Offline
        


        
          	SCM

          	Supply Chain Management
        


        
          	SDN

          	Software-Defined Networking
        


        
          	SIEM

          	Security Information and Event Management
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