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    Special Issue on Future Cloud Platforms for ICT Systems


    ■NEC C&C cloud platforms – NEC Cloud IaaS Services


    Portal Services Integrate Multi-Cloud Environments


    The drastic expansion in the IaaS market has recently resulted in emergence of many cloud-based services provided by IT vendors. These cloudbased services cover a variety of configurations such as public and private services, and some services adopt several of these configurations and actively build hybrid cloud/multi-cloud environments. The issues posed for customers due to cloud system implementations now include the need for appropriate cost reductions, enhanced security and the integrated operation management of the multi-cloud environment. This paper discusses the portal services based on the NEC Cloud IaaS that are being developed in order to resolve these issues.


    A Hybrid Server Hosting Which Have Broader Range of Applications


    The NEC Cloud IaaS systematizes hybrid type server hosting in order to deal flexibly with the needs of the SIers (system integrators) who are providing cloud-based services. The NEC Cloud IaaS provides virtual server services with high cost efficiency (STD) and with high performance and reliability (HA) as well as physical server hosting, all of which can be linked in the same NW segment with the colocation service. This paper is intended to introduce the features of these server services.


    Network Service That Offers a Versatile Network Environment


    Conventional ICT systems are often restricted by the physical conditions of the network equipment, leading to a rapid expansion in the use of virtual networks in recent years. The ability to respond quickly to fluctuating demands is critical in the world of ICT, especially in the world of cloud computing, where changes can take place very quickly. Nevertheless, the demand for actual hardware that can take maximum advantage of network systems remains deep-seated. To address both of these needs, NEC Cloud IaaS offers a wide lineup that ranges from the virtual to the physical. This paper discusses the configuration of the NEC Cloud IaaS network service, which creates a powerful and versatile network environment ideal for today’s requirements.


    Dependable Security Service That Takes Advantage of Internal Control Methodology


    Cloud computing, by its very nature, is exposed to a wider range of security threats than conventional enterprise systems. To ensure security, NEC Cloud IaaS features built-in controls to monitor and detect external threats at the operation center. NEC is also cooperating with security specialists to improve the safety of our systems and has obtained internal control assurance reports including SOC 2. This will help reduce the need for customers to deal with internal control audits. This paper outlines the security services used by NEC Cloud IaaS to protect our customers’ data from security breaches.


    Data Center Service That Supports Cloud Infrastructure


    Data centers play a key role in supporting today’s information society. Building on NEC’s 30 years of experience in data center operation, we opened NEC’s new flagship data center - the NEC Kanagawa Data Center - in January 2014. In this paper, we describe the management technology and systems incorporated in the NEC Kanagawa Data Center, which features a Power Usage Effectiveness (PUE) - the principal index for measuring the energy efficiency of data centers - of just 1.26, which is one of the best ratings in the Tokyo Metropolitan Area. In addition to its reduced energy requirements, the NEC Kanagawa Data Center is optimally located in an area less disaster-prone than elsewhere, while being easily accessible from central Tokyo. Specially designed to support the NEC Cloud IaaS cloud platform, the NEC Kanagawa Data Center accommodates 3,000 racks and is equipped with comprehensive, highly redundant security measures.


    ■Products and latest technologies supporting NEC C&C cloud platforms


    MasterScope Virtual DataCenter Automation - Entire IT System Cost Optimization by Automating the System Administration


    Enterprise IT system operation conditions have changed significantly since the cloud computing era began. In order to deal with the service style by which users access services and ICT resources as and when required, integration and centralization of IT systems have been accelerating. MasterScope is a business operation and management software suite that has been developed via NEC’s accumulated and proven expertise and advanced technologies. It implements the optimization of the entire system administration cost by automating and visualizing the IT system, which has tended to become more complicated and larger scale. This paper discusses how MasterScope implements the cost-effective integration and management with the system administration. It also introduces new functions for NEC Cloud IaaS and the NEC cloud platform services.


    Integrated Operation and Management Platform for Efficient Administration by Automating Operations


    The high quality/low price provision of cloud services need not only an advanced system configuration but also require efficiency improvement and automation of the operation of the system platform itself. This paper describes an integrated operation and management platform that contributes to operations cost reductions and service quality improvements of the NEC Cloud IaaS. These improvements are achieved by means of various functions including the system platform configuration/management function, the access management function, the auto voice escalation function and the normality check function.


    Micro-modular Server and Phase Change Cooling Mechanism Contributing to Data Center TCO Reduction


    NEC has developed a “micro-modular server” featuring high integration and power saving and a “phase change cooling unit” featuring a local cooling technology that is able to provide natural cooling without using electrical power for the data centers. Of the various newly developed technologies packaged with these products, this paper focuses on the power saving, high density and operations management technologies that contribute to a reduction in the total cost of ownership (TCO) of data centers. Various innovative features of the products are also discussed.


    iStorage M5000 Providing a High-Reliability Platform for the Cloud Environment


    The rapid increase in the amount of data by ICT systems is tending to focus the roles of the storage systems. It is not enough that a storage has high reliability but assuming its use in the cloud environment, it also has to achieve a stable performance in virtualized environments and in performing multiple tasks. iStorage M5000 can provide a high-reliability platform using the sophisticated reliable technologies developed from our experience gained with mainframes and the X4 (by four) architecture. Stable performances are thereby secured even in virtualized environments and when performing multiple tasks. This paper introduces new features that are developed based on the requirements of NEC Cloud IaaS.


    SDN Compatible UNIVERGE PF Series Supports Large-Scale Data Centers by Automating IT System Management


    This paper introduces the SDN-compatible UNIVERGE PF Series. It highlights the enhanced functions, adopted technologies and application advantages aimed at large-scale IT system platforms. The UNIVERGE PF Series features functional enhancements such as ample scalability and improved usability. In addition to OpenFlow technology, the UNIVERGE PF Series also supports overlay technology, integrated network operation and management functions. They have been adopted by the NEC Cloud IaaS. This paper describes the product’s functions, configurations and their linkage methods. It also introduces the distributed control and integrated operation employed for virtual networks.


    Phase Change Cooling and Heat Transport Technologies Contribute to Power Saving


    The global warming issue has resulted in the social need to save electrical power in order to reduce the load on the global environment that grows daily. This paper introduces actual case studies from NEC’s unique R&D of high-efficiency rack cooling technologies for the IT equipment installed at data centers. The proposed solutions will increase the rack densities and decrease the power consumptions for cooling.


    ■Future technology for NEC’s C&C cloud platforms


    Accelerator Utilization Technology That Cuts Costs, Reduces Power Consumption, and Shrinks Hardware Footprint


    As cloud platforms are increasingly required to support social infrastructure services and data crunching, they need to be able to analyze large amounts of data collected from the real world, such as movies, images, audio, and sensor data at high speed and with low latency, and then feed the results back to the real world in a timely manner. Conventionally, distributed processing is performed using a large number of general-purpose servers, but there is a problem with this solution - equipment costs, power consumption, and space requirements simply become too great. In this paper, we discuss accelerator utilization technology that makes it possible to process and analyze massive volumes of data in the cloud computing, while actually lowering costs, reducing power consumption, and minimizing the platform footprint. We will also be introducing proposals for future developments in this area.


    Scalable Resource Disaggregated Platform That Achieves Diverse and Various Computing Services


    As usage of the cloud expands, cloud data centers will need to be able to accommodate a wide range of services including not only office applications but also on-premises services and in the future, the Internet of Things (IoT). To meet these needs, it requires the ability to simultaneously handle multiple demands for data storage, networks, numerical analysis, and image processing from various users This paper introduces a Resource Disaggregated Platform that will make it possible to perform computation by allocating devices from a resource pool at the device level and to scale up individual performance and functionality. By using standard conventional hardware and software resources to build these disaggregated computer systems, it is possible to deliver faster, more powerful, and more reliable computing solutions effectively that will meet growing customer demand for performance and flexibility.


    Support Technology for Model-Based Design Targeted at a Cloud Environment


    Even with system integration in the cloud computing, platforms need to be designed that are customized with non-functional requirements to meet the specific needs of each customer while still providing combined infrastructure and service. The effectiveness of model-based design can be enhanced in a cloud environment as the design process can be automated using software. This paper discusses model-based platform design support technology (CARDO) targeted at system integration in the cloud computing.


    Cloud-based SI for Improving the Efficiency of SI in the Cloud Computing by Means of Model-Based Sizing and Configuration Management


    With the arrival of the age of cloud computing, the system integration platforms are changing from the servers and storages of the on-premise age to become virtualized cloud platforms. This paper introduces the SI technologies of the cloud age, which is improving efficiencies in estimation, development, sizing, testing, and rollout of production environment by applying automation technologies that are taking advantage of the features of the cloud system. We focus on the overall picture, including the model-based design support technology (CARDO), configuration management technology (Alchemy) and on template based provisioning.


    Big Data Analytics in the Cloud - System Invariant Analysis Technology Pierces the Anomaly -


    The system invariant analysis technology automatically creates behavior models from various systems by extracting the relationships which are invariant in normal system operation. It enables the early detection of a system’s anomaly behavior. It helps to improve availability of information and communication technology (ICT) systems such as the cloud computing systems. Moreover, it also helps to optimize the maintenance cost by enabling failure prediction of electric power plants, structural health monitoring of bridges, etc. and improves safety and reliability of the systems performing as social infrastructures. This paper outlines the system as a big data analysis technology and considers analysis applications in the cloud.
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    With the aim of both contributing to a society of greater safety, security, efficiency and equality and empowering people to live richer, fulfilling lives, the NEC Group is exploiting the full potential of our leading edge ICT (Information and Communications Technology) and focusing on Solutions for Society that will innovate social infrastructure. With the creation of innovative value for society forefront in our minds, we have adopted “Orchestrating a brighter world” as our corporate key message, and we have set 7 social value creation themes in response to megatrends that will be shaping the future.


    In the next 30 years, global climate change will have an impact on everything from ecosystems to the scale and frequency of natural disasters. In developing countries, populations are increasingly shifting to urban areas, while the developed nations face the issue of an aging population. The society of tomorrow will change dramatically in ways that we cannot even imagine. However, even if faced with difficult challenges, humankind will apply intellectual capital and overcome the diverse problems of society. Moreover, we believe that the driving force behind their solution will be a cutting-edge ICT platform of technological innovation.


    From our current age of “anytime” and “everywhere” enjoyment of diverse convenient services via networks, IT is fueling our advance into a new era encompassing “only now,” “only here,” and “only you” services.


    Keeping pace with remarkable advances in technology, ICT platforms are broadening the scope of fields in which they can contribute to solving social problems. Today they are confronting issues that have been hitherto too difficult or complex to tackle. Biometric information, structural aging information and other data that were difficult to acquire can now be obtained by sensing technology and digitalized. By applying advanced analysis technologies to the data, we are reaching a level of sophistication that allows us to identify the early symptoms of illness or the signs of a potential structural failure.


    One of the ICT platforms that will support the ever evolving processing of data on this huge scale is the cloud platform. It is vital that this platform not only facilitate “anytime” and “anywhere” utilization, but also be ready to accommodate evolving technologies, environmentally friendly, and above all, safe and secure.


    Rarely seen even on the global stage, NEC offers the advantage of a best balance of IT and network technologies and assets. We are not only pioneering the previously mentioned cloud platform technologies, but also developing technologies in fields that exploit the fusion of IT and networks such as SDN (Software-Defined Networking), Big Data and cybersecurity. We shall be providing the world with these strengths of NEC in the form of Solutions for Society. Orchestrating our efforts in close cooperation with partners possessing a broad diversity of unique competences, NEC is committed to making an even larger contribution to the betterment of our customers and society in the future.


    In this Special Issue, we take great pleasure in introducing readers to NEC’s approach to the cloud platform – an indispensable component in building an advanced social infrastructure, our cloud platform service NEC Cloud IaaS, and the lineup of products that comprise our services. We also will provide a glimpse of the latest technology from our research laboratories and examine a few customer case studies.


    It will give us the greatest pleasure if the information presented in the article provides you with useful insights for your business pursuits. On behalf of all of us at NEC, I would like to express our heartfelt appreciation for your support and encouragement, and our sincere hope that we can continue to be of service in the future.
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  NEC's Approach to Orchestrating the Cloud Platform


  
    In recent years, the employment of cloud services by ICT (Information Communications Technology) systems has been rapidly increasing. The development of ICT system-centric solutions that can exploit the convenience and flexible scalability of cloud services will be a critical piece of the answer to honing the future edge of corporate competitiveness and the creation of innovative value. We believe that the cloud platform that supports ICT systems can and should be a platform that contributes to a better society by enabling us to use them in the safe, secure, efficient and equal manner with reduced impact on the environment.


    In this article, NEC will provide an overview of how we are tackling the development of cloud platform solutions.
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    1. Introduction


    By tackling solutions that contribute to a better society by ensuring the safety, security, efficiency and equality, NEC aims at reinventing itself and becoming a company focused on social value creation.


    Cloud platforms, SDN (Software-Defined Networking), Big Data and cyber security are examples of ICT that will play a vital role in supporting solutions for society that are advancing our social infrastructure.


    The cloud platform covered in this special issue will play a vital role as a foundation to support such ICT. While the ongoing evolution of cloud and virtualization technologies is driving the expansion of IaaS/PaaS, as long as the cloud remains a platform to support ICT systems, the essential qualities of operational stability and security demanded of the cloud platform remain unchanged.


    In addition, the current provision of a variety of cloud services by each carrier and their deployment by not only private individuals, but also by companies and other organizations, is accelerating, and the form these services take is truly diverse. The breadth of this diversity can encompass cloud services constructed within the company, utilization of outside cloud services, and installations in third-party data centers. There may also exist a need to manage hybrid environments that provide a bridge to legacy systems. In the future, we can envisage the development and deployment of cloud services of multifarious forms.

  


  
    2. Cloud Platform Development Objectives


    In order to ensure that our customers can rely on the safety and security of cloud services, NEC’s efforts are premised on security and stable operation as essential qualities of the cloud platform. At the same time, we accelerate efficient administration of our various services, and also fair utilization in accordance with customer requirements, which are the fundamental axis of our development objectives.


    Moreover, NEC is aiming at a cloud platform solution that boasts flexibility, scalability and extensibility that can keep pace with the future evolution of technology – a platform that can incorporate innovative products equipped with cutting-edge technology such as energy-saving micro modular server units that incorporate high-density integration capable of providing 736 servers in a single device, and that employ SDN technology which will enable the flexible reconfiguration of networks.


    The fundamental qualities that NEC’s envisaged cloud platform shall possess to achieve these objectives are defined in Table 1 below.


    
    
      Table 1 Essential qualities of NEC’s cloud platform.
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    Software, Hardware and Data Center Infrastructure Development Objectives


    With the aim of paving the way for our envisaged cloud platform as defined above, NEC is pursuing the development of new functionality and strengthening the robustness of hardware, software and data center infrastructure.


    Also with the aim of reducing the environmental burden of this infrastructure, NEC aims to build a cloud platform incorporating devices that are highly energy efficient and offer the benefits of a high-density design (more compact).


    With these aims in mind, Table 2 outlines the concerned development objectives.


    
    
      Table 2 Software, hardware and data center infrastructure develop ment objectives.
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    3. Current Results of NEC Cloud Platform Development


    Through the deployment of newly developed technologies and adoption of innovative approaches, NEC has observed the following results in the elements that configure the cloud platform. These results are covered in more detail in other articles in this special issue.


    (1) Virtualization management platform software


    
      Centralizing ICT resources including servers, storage and networks and managing them in the resource pool made possible the visualization of the state of utilization of ICT resources (linking the physical configuration, logical configuration and end-users). In addition, the assignment of ICT resources from the resource pool and work flow functions to automate the cloud platform building process shrunk the provisioning time to as little as about 5 minutes.

    


    (2) Network management software


    
      For the provision of network services (Internet access, VPN, etc.), firewalls, and load balancing services, a wide variety of devices must be used; however, specifications, setting methods, access protocols and degree of multiprocessing differs greatly from device to device. In order to establish the uniform management and control of settings among the devices, NEC developed the necessary logic and APIs and then automated the process from network resource assignment to structuring the network. The result was roughly halving the expenditure for all data center ICT devices and their operational cost.

    


    (3) Integrated operation management software


    
      By combining system monitoring, configuration management and incident management functions, NEC established a system that centralizes multiple and different system environments such as hybrid environment that bundles servers with different service levels, housing, on-premise environment and even other cloud service system environment, and administrates them from a self-service portal.


      This approach cut the operational costs of utilizing multiple system environments by about half.


      In addition, conventional operator responsibilities such as configuration management and revision (floor, rack, devices, VM, licenses); ID and access management; and escalation/system health management were automated, which reduce corresponding operation-related costs to about 1/5.


      The self-service portal adopts Web-MVC model-ready architecture. Establishment of an operation portal that integrates monitoring software, configuration management tools, and high quality operation that adopts ITIL-based standardization to eliminate “personalized” operational aspects has realized a powerful synergy of Open Source Software (OSS) and NEC products.

    


    (4) High-energy-efficiency, high-density dedicated data center server


    
      NEC newly developed a micro modular server that features both high-density performance and low energy consumption for data centers. By using ultra-high-density processors that enable 1 rack to deliver a maximum of 736 servers, installation space requirements are reduced to approximately 1/5 of a conventional solution. In addition, the adoption of a highly energy efficient chip has reduced energy consumption to 1/4 per core, and as a countermeasure against the heat generated by the ultra-dense server, the amount of electrical power used for cooling is minimized by the combination of a server equipped with a temperature control function and an energy-efficient cooling method (phase change cooling), resulting in approximately 30% reduction of the “per rack” electrical power cost for cooling compared to that of a conventional data center.


      Highly evaluated both in Japan and abroad, NEC's innovative data center server solution has received numerous awards including the Grand Prix in the Data Center & Storage category of the “Best of Show” Award at Interop Tokyo 2014.

    


    (5) High-reliability platform storage


    
      By employing I/O flow control and multiple allocation of cache memory, NEC has limited occupancy of I/O bandwidth. This has secured stable performance of the virtualization environment, and eliminated the negative impact of additional tenants and increased data volume on the performance of in-process tasks. In addition, a function to optimize the allocation of data allocates the data to the device (SSD/SAS/NL-SAS) appropriate to its purpose according to the frequency of access to the data. This approach has improved task system response, and multiplied performance and capacity rates to approximately 10 times the conventional system. Also the X4 (by four) architecture


      Also the X4 (by four) architecture (quadruple redundancy of key parts) for the main frame storage significantly improves system resiliency and operational continuity in the event of multiple failures compared with conventional 2x redundancy. In addition, the capability to perform online replacement of key components while maintaining operational continuity further enhances service availability.

    


    (6) Scale-out Storage for Backup and Archiving


    
      Utilizing our proprietary deduplication technology (DataRedux) and physical compression, NEC has enhanced data compression efficiency and shrunk the physical disk capacity required for the data storage. Also our original grid architecture realizes dynamic scalability of performance and capacity. In addition, by specifying read/write bandwidth limits for each tenant, frequency bands are secured and a negative impact on other tenants is avoided. Through these efforts, capacity is now a maximum of 5 times that of the previous system and processing performance has almost doubled.

    


    (7) Data Center


    
      With a PUE (Power Usage Effectiveness) *1 of 1.26, NEC’s Kanagawa Data Center boasts a high energy efficiency rating. As a standard of comparison, it is said that data centers in Japan generally have a PUE of about 2.0.


      Also in response to concerns about cloud services from a security perspective, NEC has reinforced its proprietary cloud security. We have received not only ISMS (JIS Q 27001) and Privacy Mark (JIS Q 15001) certifications, but also satisfied the FISC standard for security measures (facility standard). Moreover, we are in the process of securing compliance with the internal control assurance SOC2/Type 1 Report (approved) and Type 2 Report (to be approved in April 2015) which assists internal control audit processes.

    


    
      *1　PUE (Power Usage Effectiveness) = Measurement of the energy efficiency of a data center expressed as a ratio calculated by dividing total energy consumption by the energy consumption of ICT devices in the data center. The closer the ratio is to 1.0, the higher the efficiency.

    

  


  
    4. NEC Cloud IaaS Overview


    Our vision for NEC Cloud IaaS (Infrastructure as a Service) is shown in Fig. 1. In order to respond to the diversity of customers and ways they will use this infrastructure, we believe that the cloud platform should be an environment that anticipates hybrid utilization, and have prepared two types of services: “Standard (STD)” and “High Availability (HA)”. STD achieves high cost-performance and HA does high-performance and high-reliability.


    
      [image: e140202_03.jpg]

      
        Fig. 1 NEC Cloud IaaS vision.
      

    


    Also for linking with the customer’s housing and on-premise services as well as other cloud services, NEC is providing a centralized user environment for integrated management that is accessed via a self-service portal.


    As shown in Fig. 2, NEC Cloud IaaS offers an extensive menu that will respond to the many and varied needs and demands of a broad diversity of customers.


    
      [image: e140202_04.jpg]

      
        Fig. 2 NEC Cloud IaaS service menu.
      

    


    Especially, in step with the expanded utilization of an ICT environment that is increasingly defined by the open and shared advantages of cloud services, the demand for security including measures to counter external security threats that lie outside the on-premise environment and the response to compliance requirements.


    In light of these circumstances, NEC has established an original cloud security standard. While constantly endeavoring to bolster and improve the security quality of NEC Cloud IaaS, we will provide an array of services to reinforce security and counter threats including services to counter cyber attacks, security monitoring, and ID & Access management as well as a menu to respond to internal control assurance reporting.


    The Future of NEC Cloud IaaS


    With the aim of making our vision of the cloud platform a reality, NEC shall continue to tackle new approaches and technologies. We have systematically organized the cumulative knowledge gained in the design, development and operation of NEC Cloud IaaS into the “Cloud Reference,” which will serve as a foundation for the establishment of the discipline of cloud-type SI engineering. Regional deployment will see the opening of the NEC Kobe Data Center (planned opening in April 2016), and as we move forward with global development with the expansion and fulfillment of overseas data centers, NEC shall exploit our cloud-type SI engineering expertise and deploy our cloud platform in the above data centers at the earliest stage possible.


    And as we advance the development and fusion of next-generation technologies for the cloud platform, we shall also tackle the new, innovative services.


    (1) Cloud-type SI Engineering


    
      With the Cloud Reference as our base, we will utilize automation technology that leverages the advantages of the cloud to enhance efficiency and automate processes in every aspect of the platform from sizing and test environment configuration to the actual execution environment with the aim of halving the number of operational tasks.

    


    (2) Regional and Global Development


    
      NEC is putting SDN to work and virtualizing the network that connects data centers operated by NEC*2, our customers and partners both in Japan and abroad. Through these measures, it will be possible to procure ICT resources among multiple data centers swiftly, at lower cost than previously, and with no consciousness of the physical location of the resources. Moreover, this network also supports data backup and system recovery, enhancing business continuity.

    


    (3) Future Technological Contributions to the Cloud Platform


    
      Technology that exploits the power of low-cost, high-efficiency and small footprint (compact) accelerators (many-core coprocessor/GPU, Field Programmable Gate Array) to process the huge amounts of data at the high speeds and low latency demanded of the cloud platform; software-driven dynamic configuration that provisions the needed devices at the needed time; and technology that facilitates “computing” in accordance with the needs at the time of usage – all the elements demanded of the cloud platform of tomorrow will be supported by infrastructure technologies. Through these and other advanced approaches, NEC will deliver performance improvements and tackle the creation of innovative services.

    


    
      *2　NEC Group owns and operates data centers at 60 locations in Japan.

    

  


  
    5. Conclusion


    Positioned as our flagship data center facility, NEC’s Kanagawa Data Center is a showcase of vision of cloud platform services. Here we are building a structure for the generational management of IT assets (hardware and software). By their deployment to other data centers as IT assets, for which verification of earlier versions has been completed, we aim to establish an environmentally friendly IT asset cycle that assures stable operation at a low cost.


    NEC has positioned the cloud platform as a stage for innovation. Through the organic linkage of NEC’s strengths in System Integration (SI) and ICT technology and products, we will create solutions for society and provide them to our customers and society via the cloud infrastructure (Fig. 3).


    
      [image: e140202_05.jpg]

      
        Fig. 3 Cloud platform and the creation of solutions for society.
      

    


    With eyes focused on our customers’ growth opportunities and ears open to their voices, NEC is feeding back insights to our ICT technology and products divisions in the form of technology requirements that will pave the way for solutions for society, all conceived from the perspective of safety, security, efficiency and equality. By equipping our cloud platform with cutting-edge technology that will unlock breakthroughs to social issue solutions and by leveraging the experience and knowhow gained through our efforts, and exploiting this knowledge in our next generation system integration, NEC is orchestrating a brighter world by contributing solutions for society.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * Atom and Xeon are registered trademarks or trademarks of Intel Corporation in the U.S. and other countries.


    * Red Hat Enterprise Linux is a trademark of Red Hat Inc. in the U.S. and other countries.


    * Linux is a registered trademark of Linus Torvalds in the U.S. and other countries.


    * Windows Server is a registered trademark or trademark of Microsoft Corporation in the U.S. and other countries.


    * All other company, product and software names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    The drastic expansion in the IaaS market has recently resulted in emergence of many cloud-based services provided by IT vendors. These cloud-based services cover a variety of configurations such as public and private services, and some services adopt several of these configurations and actively build hybrid cloud/multi-cloud environments. The issues posed for customers due to cloud system implementations now include the need for appropriate cost reductions, enhanced security and the integrated operation management of the multi-cloud environment.


    This paper discusses the portal services based on the NEC Cloud IaaS that are being developed in order to resolve these issues.
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    1. Introduction


    After its entry into the popularization era, the IaaS market has grown at such a rate that many providers now offer cloud-based services (infrastructural services such as the IaaS and PaaS) that allow customers to run their own business applications. Among them, the Amazon Web Services (AWS) is a cloud-based service (public cloud) that because of its low price and high usability now leads the industry in terms of user service content. Another configuration of the cloud-based services, the private cloud is adopted by individual enterprises in order to build in-house cloud environments. Customer enterprises must combine various cloud-based services according to their individual needs (hybrid cloud/multi-cloud environments).


    Based on the background as described above, we introduce below the portal services for integrating the multi-cloud environments that have been developed based on the cloud platform service “NEC Cloud IaaS” (NECCI), which aims to solve the issues posed for enterprises that adopt the use of cloud-based services.

  


  
    2. Issues Accompanying the Cloud Implementation of Corporate Information Systems


    The increase in awareness of the cloud-based services has enhanced the interest towards the use of cloud-based services among enterprise users. As expressed by the term “cloud first”, these users almost always consider the utilization of cloud services in any attempt to create new business systems. Nevertheless, not a few businesses having once considered the use of the cloud-based services have subsequently rejected them. This is because of the following issues that tend to accompany the use of cloud-based services.


    Issue 1 : Can the use of cloud-based services ensure appropriate cost reduction?


    Issue 2 : Can the use of cloud-based services maintain the availability and confidentiality required by a business system?


    Issue 3 : Can integrated monitoring and operations management of a system that combines on-premise and cloud-based systems be performed efficiently?


    Some of the most frequent causes of rejecting the use of cloud-based services are related to cost. These may be the “high charge of cloud-based services” or the “high cost of switching to a cloud-based system.” What an enterprise expects mostly from cloud computing is a cost advantage, a characteristic that is actually indicated by an increase in the severity of competition in the IaaS market.


    For the availability and confidentiality of Issue 2, what the customer needs from the cloud-based services after cost reduction is the freedom from anxiety that is related to network security. This issue is a question of trade-off between cost and quality.


    Issue 3 is related to the “hybrid cloud/multi-cloud environment.” The demands for services that enable integrated mutual linkages between systems and their integrated monitoring and operation management are increasing. This trend applies even in environments with mixed IT platforms, such as the ones using the public cloud systems in order to reduce costs and the on-premise systems for handling confidential data.

  


  
    3. Solutions Using NEC Cloud IaaS


    The NECCI solves the issues described above by providing various services including the IaaS service. The solutions offered by the NECCI as countermeasures to these issues are as follows.


    3.1 Solutions for Issue 1


    • Operating cost reductions for the various monitoring/operation menus


    
      The Self-Service Portal provided by the NECCI is capable of 24-hour, 365-day monitoring of the live status of servers and network devices, resources, processes and applications (log monitoring). The monitoring services available with the NECCI are listed in Table 1.


      
      
        Table 1 Monitored items of NEC Cloud IaaS.
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      The user can control and execute the monitoring setting, apply careful supervision, registration/modification of auto notification addresses and other functions on their Self-Service Portal. This means that there is no longer a need to conduct construction and modifications based on coordination with the concerned persons of other enterprises or departments. The integration or operation of systems or the preparation of an individual monitoring system for each user or project as with the traditional system is not now required.


      Additionally, the functions for routine operation, configuration information (data on nodes and resources) collection and incident management are provided to contribute to the reduction of costs related to the system construction and customer operation.

    


    3.2 Solutions for Issue 2


    • Maintenance of security using various security option services


    
      The NECCI provides various security option services. Customers can improve security by selecting and introducing the required security option services according to their systems. The intrusion monitoring service builds a intrusion surveillance system for monitoring packets that invade the user's network by passing through the firewall. When a intrusion alert is detected, the security operation center (24-hour, 365-day system) notifies the user and takes emergency measures.


      The ID & access management service prevents illegal behavior of system operators by managing the accesses and trails when a system administrator performs a system operation using a privileged ID. When an operator wants to access the system, the operator must apply for an access permission in advance in order to obtain approval from the system manager. All of the operations from login to logoff are recorded in the log so that any illegal inside jobs can be prevented.

    


    • Privilege separation based on user role definitions


    
      The Self-Service Portal defines roles of each service user. Service users can then operate the system with the appropriate authority according to the operations management system and the privileges granted to different departments inside the organization. Roles include that of the “tenant manager” who has the authority to approve the various applications and to make decisions concerning the introduction and modification of services, the “manager” who can approve applications upon prior authorization by the tenant manager and the “operator” who proceeds application operations and conducts the actual work. These roles can be set within each tenant. In addition, the “general operations manager” is also defined as the role given for sales engineers dealing with customers and for SEs.

    


    • Range of IaaS services for selection according to availability requirements


    
      The NECCI defines two levels of services, the “Standard (STD)” and “High Availability (HA)” services and defines the target service levels (availabilities) for them, such that customers can select services according to the availability requirements of their systems.


      The High Availability (HA) service places emphasis on the availability, set redundancies and multiplexing of physical servers, storages and hypervisors (redundancy of server disk I/O paths). In order to minimize periods of service interruption due to faults the RAID (Redundant Array of Inexpensive Disks) configuration of storage disks is also emphasized.

    


    3.3 Solutions for Issue 3


    • Contribution to integrated system management and to the cost reduction of hybrid cloud and multi-cloud environments


    
      The NECCI provides functionalities for the integrated management and operation of not only those services offered on the NECCI but also of build systems based on non-NEC cloud-based services and non-NEC sites. It is capable of integrated management of multiple cloud environments such as the public could using the AWS, an on-premise system or a private cloud system. Specifically, it allows system monitoring, configuration management and incident control of these different cloud environments via the unified standards and interfaces of the Self-Service Portal (Fig. 1).
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        Fig. 1 Integrated management in a multi-cloud environment.
      

    

  


  
    4. Technologies for a Self-Service Portal


    In addition to the features described above, the Self-Service Portal also allows users to browse, control and manage tenant and billing information as well as the resources used by the tenants (specifications, quantities and status of virtual machines and networks). Table 2 shows the basic functions provided by the Self-Service Portal.


    
    
      Table 2 Basic functions of Self-Service Portal.
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    The Self-Service Portal utilizes various tools for providing these services and functions. Below, we describe the technologies and software that we have utilized in designing the framework for the Self-Service Portal and its monitoring and operation management functions.


    (1) Web-MVC model


    
      The Self-Service Portal has a hierarchical configuration composed of the Presentation layer, Business Logic layer and Automation layer. Its architecture conforms to the Web-MVC (Web-Model View Controller) model (Fig. 2). The Model layer employs the Skinny Controller and Fat Model methods for embedding the business logic. The View/Controller section and the Model section are located in a separate server to enable scaling out.
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        Fig. 2 Architecture of the self-service portal.
      

    


    (2) Zabbix


    
      This software monitors the NECCI components as well as the equipment of other cloud-based services and on-premise/housing equipment. It is an Open Source Software (OSS) that has agents running on various platforms, it is compatible with the SNMP, and it is used very often in the cloud-based business industry. However, instead of the employing the Zabbix user interface, service users can modify and delete monitoring settings on the Self-Service Portal, which is designed to be easy for users to understand.

    


    (3) Redmine


    
      This software is used for managing the tickets for work requests, fault notices and inquiries. It is an OSS developed by Ruby on Rails, and is seen frequently in the cloud-based business industry.

    


    (4) Mule ESB


    
      Mule ESB is used as a framework for implementing orchestrations. It is an OSS developed by Java and used as a framework for application integration/linkage.

    

  


  
    5. Conclusion


    As described above, the Self-Service Portal of the NECCI controls not only the IaaS services but also provides the functionality for improving the efficiencies of SI and for outsourcing businesses.


    Additionally, it provides a function as a dealer Self-Service Portal for facilitating sales from dealers or sales by OEM, and it also provides function which offers the Express 5800 series by packaging the right of usage of the NECCI for three years as well as that for supporting the cloud-based provision of software.


    The Self-Service Portal of the NECCI contributes to the growth and innovation of customers’ businesses by bringing about reforms in the method of delivery of IT services and products as described above.

  


  
    * Amazon Web Services is a trademark of Amazon.com, Inc. and/or its affiliates in the U.S. and other countries.


    * Zabbix is a registered trademark of Zabbix SIA.


    * Redmine is a trademark or registered trademark of Jan Schulz-Hofen and Jean-Philippe Lang.


    * JavaScrip and Java are trademarks and registered trademarks of Oracle Corporation and/or its affiliates in the U.S. and other countries.


    * All other company and product names that appear in this paper are trademarks or registered trademarks of their respective companies.

  


  
    Authors’ Profiles


    
      HASEGAWA Takashi
    


    
      Manager

      Cloud Platform Service Department

      Platform Services Division
    


    
      HIRAI Masaki
    


    
      Department Manager

      Cloud Platform Service Department

      Platform Services Division
    

  


  
    
      Special Issue on Future Cloud Platforms for ICT Systems
    


    
      NEC C&C cloud platforms – NEC Cloud IaaS Services
    

  


  A Hybrid Server Hosting Which Have Broader Range of Applications


  
    YAMAMOTO Daisuke, TANAKA Motoki, FUJIKAWA Yoshikazu, MASUMOTO Shigeo, WATANABE Shou
  


  
    Abstract


    The NEC Cloud IaaS systematizes hybrid type server hosting in order to deal flexibly with the needs of the SIers (system integrators) who are providing cloud-based services. The NEC Cloud IaaS provides virtual server services with high cost efficiency (STD) and with high performance and reliability (HA) as well as physical server hosting, all of which can be linked in the same NW segment with the colocation service. This paper is intended to introduce the features of these server services.
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    1. Introduction


    As the dissemination of the term “cloud first” indicates, the cloud system has now become a popular option. However, the cloud system is actually expected to meet various needs, including the optimization of cost, the ability to deal flexibly with changes in demand and emphasis on reliability.


    To deal flexibly with the needs of SIers, the NEC Cloud IaaS provides two kinds of “virtual server services”; these are the Standard (STD) service and the High Availability (HA) service. In addition, the physical server hosting are provided to deal with business needs that cannot be met with the virtual server service alone. All of these server services can be linked on the same NW segment with the colocation service.

  


  
    2. Standard (STD) Service


    2.1 Configuration of the Standard (STD) Service


    At NEC, we have accumulated technologies to employ OpenStack for the practical market in advance of any of the other Japanese cloud vendors, and we have been first in the market to commercialize the OpenStack-based cloud platform service. The STD service fully employs OSS (Open Source Software) such as OpenStack, etc. To ensure practical availability and performance, the STD service is provided as a system by being combined with our hardware products of proven stable quality and excellent performance. Their technological advancement can also be seen in the significant sizing capability that can withstand large-scale configurations, in which tens of thousands of virtual servers are employed. This technology was implemented in cooperation with Canonical Ltd. and the STD service consists of three parts (Fig. 1).
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        Fig. 1 Overall configuration of the STD service
      

    


    Both the execution system and the control system adopt OpenStack. The execution system provides the computing resources, which are controlled by the control system. Consequently, the backup and log management software for administrating and maintaining them adopt the OSS.


    The storage system is organized by combining the Ceph, which is the distributed storage of the OSS, and the iStorage series. In order to use the iStorage with Cinder which is the block storage management component of the OpenStack, a dedicated iStorage driver has recently been developed. This driver is presently planned to contribute to the OpenStack community and will be marketed as a service pack that supports all of the functions provided by Cinder.


    2.2 Follow-up to the OpenStack Advancement


    The OpenStack version is upgraded every half year to cope with modifications for troubles and enhancement of functionalities, therefore, it is important to select the appropriate version to be employed.


    The quick correspondence to the functionality enhancement is one of the advantages of OpenStack. However, this also means that versions become obsolete quickly. To provide stable services continually, it is necessary to adopt the latest version by evaluating and verifying it promptly.


    The STD service adopts this advancement. It was built with the Grizzy version when it started the official service in April 2014, and the one released in February 2015 adopted the Icehouse version.


    The OSS lacks the maintenance support such as is provided for general software products. Therefore, if a trouble occurs, the user (business use) is required to identify the cause by analyzing the trouble situation and source codes and take on the responsibility for the repair, evaluation and implementation.


    The support system organized within the NEC Group’s activities to deal with the OpenStack community and the LTS (Long Term Support) service provided by Canonical Ltd. are employed in order to provide stability for the STD service and to establish effective administration and maintenance systems.。


    These support systems are also used to modify the OSS in use even during STD service provision. We believe that feeding the modifications back to the community is an important function of the STD service.


    2.3 Challenging the New Technologies


    The STD service is progressively introducing innovative technologies. One of these is the SDN (Software-Defined Networking). Specifically, this technology employs the Open vSwitch which is an OpenFlow switch, develops an OpenStack plug-in for linkage with the SDN platform and uses the VXLAN in place of the previous VLAN. It improves the SDN service to provide flexible, large-scale cloud services.


    Another technology is the provision of a physical server (bare metal) service. This can implement convenience that enables construction, deletion and power control of servers via portals, which are generally available with the virtual servers. It also achieves high performance and robust security due to the private use of physical servers.


    In implementing this service, we have decided to provide it as a bare metal service dedicated to each customer by developing a new portal based on the MAAS (Metal as a Service) of Canonical, Ltd. MAAS is a bare metal provisioning software that is superior to other services in terms of securing a commercially viable service quality.

  


  
    3. High Availability (HA) Service


    3.1 Configuration of the High Availability (HA) service


    The major components of the HA service adopt NEC products by prioritizing high performance, availability and stability.


    (1) An execution server with high cost efficiency


    
      The execution server is the Express 5800/ECO CENTER featuring large-scale integration, low power consumption and stable cloud platform operation. Four of 2-socket Xeon servers are accommodated in a 2U space.

    


    (2) SAN storage employs the highest model


    
      The data storage using SAN employs the iStorage M5000 that has been developed for mainframes and subsequently extended for open purpose. iStorage M5000 features a 12 times higher I/O performance than the M300 that was adopted by previous cloud services and also a significant increase in the number of mountable disks. Thus, it enables more freedom in server/storage combinations and configuration according to needs. The 4-controller configuration also makes it possible to avoid degradation of the write performance in the case of a controller fault.

    


    (3) HW configuration for flexible, fast and stable services


    
      The NAS service is implemented by employing the iStorage Nh for the NAS head and the iStorage M5000 for the storage system (Fig. 2). iStorage M5000 can be used as a unified storage. VMware vShare that has been approved with the RIACUBE-V is employed for the hypervisor software. The NetApp FAS storage system, which features a high linking performance with the VMware and is capable of high-speed provisioning, is used for the system domain of virtual servers.
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        Fig. 2 Diagram of the HW configuration of an HA service execution platform.
      

    


    (4) SW configuration automating server provisioning


    
      The HA service assumes that there will be 20 applications for up to 20,000 virtual servers per day, Therefore, it employs NEC’s MasterScope Virtual DetaCenter Automation as the virtualized management platform software for auto VM (Virtual Machine) creation and functionality execution via the portal operation (Fig. 3).
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        Fig. 3 Diagram of the implementation of an auto-provisioning service.
      

    


    
      The linkage with the portal makes it possible that the control API can be executed to the vDC Automation via the independently-developed automation layer.

    


    3.2 Implementation of Availability and Extendibility


    (1) Availability configuration achieves a utilization ratio of 99.9%


    
      The HA service specifies an utilization ratio of 99.9% per virtual server in the SLA (Service Level Agreement) regarding the stoppage of service in case of a fault, and adopts a redundancy configuration of hardware/software combinations to achieve this SLA.


      The execution server provides redundancy of hardware components and network passes for each cabinet in order to eliminate the SPOF (Single Point of Failure), and employs the VMware HA cluster function. Therefore, even in the case of a fault with an individual cabinet, the availability is maintained by the auto fail-over of the virtual servers. The virtualized platform management server employs NEC’s Express Server and CLUSTERPRO to achieve the administration with uninterrupted operation.

    


    (2) Extension without affecting existing services


    
      When any of resources of a cloud service is extended to meet the demands of a user, the extension should not affect users of existing services. The HA service employs NEC’s hardware/software to enable online extension of server and storage resources.

    

  


  
    4. Various Server Services Supplementing Virtual Servers


    The business systems requirements of customers vary widely. Even if the virtual server service alone is not enough to meet the requirements, NEC Cloud IaaS links the Physical server hosting and colocation service to create a mechanism of implementing customer-specific business systems on cloud computing. This system does not need to run the cloud and specific systems at two locations so that the network management costs can be reduced.


    (1) Physical server hosting


    
      The physical server hosting provides the customer-dedicated IA servers and storage device (Fig. 4). The user can organize the storage freely by selecting the disk type (SSD/SAS/NL SAS) and RAID configuration.
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          Fig. 4 Diagram of a physical server network configuration.
        

      


      This service can deal with requirements for (1) the high-performance functions (CPU, large-capacity memory, high-speed disk) for DB and BI servers that cannot be handled with the virtual server service, (2) owning servers and hard disks physically from the viewpoint of security and (3) use software that are not compatible with virtual servers.


      In addition, this service can utilize all of the network services provided by NEC Cloud IaaS for the virtual server service. Consequently, it is possible to implement a system combining the virtual and physical server hosting in the same segment and can create a system that can deal flexibly with the system requirements of the user’s system environment.

    


    (2) Colocation service


    
      The colocation service allows users to use their arbitrary appliances and existing hardware assets in the data center. Users install their equipment in the data center so that they can operate them in the same network segment as the server service.


      This service makes it possible to build the whole system of the user as a cloud system and to therefore eliminate the waste of possessing equipment at multiple locations.

    

  


  
    5. Plans for a Future Service Extension


    For the future, we are planning to improve performance and expand the range of the NEC Cloud IaaS by adopting new hardware for both the STD and HA services. We also plan to provide a remote console function and performance-guaranteed storage so that our IaaS services can further improve convenience and performance.


    In addition, we intend to open a new region in the Kansai District, Japan, in 2016. This will not only widen access to the system to cover the users in the Kansai District but will also make it possible to build a system based on mutual linkage between the Kanto and Kansai Districts. The system will thus be established as a cloud platform that can continue to operate even in the case of a large disaster.

  


  
    6. Conclusion


    In the above, we describe features of the NEC Cloud IaaS server hosting, including the Standard (STD) and High Availability (HA) services. In the future, too, we intend to continue provision of IaaS services that can satisfy customer needs by enhancing the services in a timely manner and according to changes in needs and market trends.

  


  
    * OpenStack is a registered trademark or trademark of OpenStack Foundation.


    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * Xeon is a registered trademark or trademark of Intel Corporation in the U.S. and other countries.


    * VMware vSphere is a registered trademark or trademark of VMware, Inc. in the U.S. and other countries.


    * All other company, product and software names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Conventional ICT systems are often restricted by the physical conditions of the network equipment, leading to a rapid expansion in the use of virtual networks in recent years. The ability to respond quickly to fluctuating demands is critical in the world of ICT, especially in the world of cloud computing, where changes can take place very quickly. Nevertheless, the demand for actual hardware that can take maximum advantage of network systems remains deep-seated. To address both of these needs, NEC Cloud IaaS offers a wide lineup that ranges from the virtual to the physical. This paper discusses the configuration of the NEC Cloud IaaS network service, which creates a powerful and versatile network environment ideal for today’s requirements.
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    1. Introduction


    One of the key requirements of a cloud network today is that it be provided with the functionality and performance necessary to support mission-critical applications, as well as the ability to adapt rapidly to changing needs. In order to facilitate the transition to cloud systems and make the most of all assets, it is also important to effectively manage housing systems and connectivity with the user base and other data centers (DCs).


    NEC’s Cloud IaaS network includes the following features and concepts:


    
      	Wide lineup to meet different user requirements


      	Network configuration flexibility including external connections


      	On-demand capability that allows users to use network resources according to their requirements

    


    NEC Cloud IaaS has been designed and built in order to achieve the concepts outlined above. The overall configuration that users can create within the tenant network is shown in Fig.
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        Fig. Outline of NEC Cloud IaaS network service.
      

    


    In addition to the private tenant network, NEC Cloud IaaS offers external connection services including Internet connections, virtual private networks (VPNs), and dedicated line connections, as well as firewalls and load balancers. These services and the component technologies that make them possible are described in the following chapters.

  


  
    2. Basic Network (Virtual LAN)


    In the NEC Cloud IaaS, the network rent out to tenants is called a “virtual LAN.” The virtual LAN includes a LAN to connect to a server that functions as a system hub connecting servers and network services, a LAN to connect to the Internet, and a LAN to connect to the storage devices where data is stored. Creating and setting the virtual LAN can be performed by users from a self-service portal.


    NEC Cloud IaaS offers two services: High-Availability (HA) with high performance and high reliability and Standard (STD) with high cost performance. The HA’s virtual LAN utilizes NEC’s WebSAM vDC Automation and UNIVERGE PF Series to achieve secure tenant separation and path isolation using a virtual tenant network (VTN) while the STD’s virtual LAN uses a VXLAN. The VTN is mapped in the VLAN, as well as in the VXLAN. By taking advantage of these features, we have improved connectivity, inter-tenant separation and isolation, and improved privacy.

  


  
    3. SSL-VPN


    For connection routes that allow users to manage the serversthey have created in their tenant network, we offer internetVPNs that use SSL-VPNs. When the users are admitted to tenants, dedicated interfaces and communication policies for SSL-VPN devices are automatically generated and set. Validation/invalidation of the SSL-VPNs and password changes are operable from the self-service portal.

  


  
    4. Physical Appliances


    Network appliances that provide the firewall and load balancing functionality required for network configurations in the form of physical hardware are called “physical appliances.” In the NEC Cloud IaaS’s physical appliance service, the original functions provided by the physical hardware are prioritized according to user needs and then offered to the users. With the objective of providing homogenous services even with the virtual appliances described below, this makes it possible to use network services from the self-service portal while still enjoying the same level of operability.


    4.1 Firewall (physical)


    The firewall services available from physical appliances include a sharing service and an exclusive service. The sharing service provides each user with a firewall device combined with multiple logical firewalls up and running, while the exclusive service makes it possible to take maximum advantage of the device’s capability by letting one user use it exclusively for their tenant network.


    When the user signs the contract for the firewall service at the self-service portal, the processes that are required to start using the firewall, such as creation of a logical firewall for a device and setup of communication policy, are executed sequentially. When the user requires an Internet connection, allocation of a global IP address and firewall setting are also performed.


    The user can set communication policies for the firewall from the self-service portal.


    4.2 Load Balancer (physical)


    The load balancing service provided by a physical appliance also features a sharing service and an exclusive service. In the sharing service, logical partitioning is applied to the load balancing resources to provide load balancing to each user. In the exclusive service, on the other hand, the full capabilities of the device are put exclusively at the disposal of a single user’s tenant.


    When the user signs the contract for the load balancing service at the self-service portal, the allocation of logical resources and the processes that are required to start using the load balancer are executed sequentially.


    The user can perform various settings on the load balancer from the self-service portal; such as virtual server setting, allocated server setting, and health check setting.

  


  
    5. Virtual Appliances


    NEC’s Cloud IaaS offers a firewall and load balancer as virtual appliances. These are built around NEC’s InterSecVM. Virtual appliances are virtual machines on Hypervisor that operate on the general-purpose x86 server. Virtual machines make it possible to provide the same functionality as a dedicated physical machine at a lower cost.


    We developed the REST API cluster to enable users to operate and set the virtual appliances from the self-service portal, while enjoying the same capabilities as would be available from the physical appliances.


    5.1 Firewall (virtual)


    From the self-service portal, users can control basic firewall’s functions in the tenant’s network, such as access policy control to determine who is and who is not permitted access from private tenant networks and from the Internet, as well as routing control, and inbound NAT conversion. Operations performed by the user at the self-service portal are interlocked with the REST API cluster, and the settings are made in the firewall.


    5.2 Load Balancer (virtual)


    Load balancing functions for the virtual servers in tenant networks are provided using a round-robin or least-connection distribution method. Also provided are basic load balancing functions such as session maintenance, health check, and SSL encryption functions, all of which can be accessed from the self-service portal. The operations performed by the user at the self-service portal are interlocked with the REST API cluster, and the settings are made in the load balancer.

  


  
    6. External Connection Service


    6.1 Internet Connection


    Servers are provided with Internet connectivity. Best effort and bandwidth guaranteed menus are provided to give users more control over Internet connection usage. Best effort and bandwidth guaranteed menus can be used separately or in combination.


    When the server is connected to the Internet, the connection is made via various network devices such as bandwidth control devices, Internet connection switches, and firewalls. Without consistent settings in all of these devices, a reliable, easy-touse Internet connection is not possible. Logic and API clusters to ensure consistent settings have been incorporated in the NEC Cloud IaaS. This makes it possible to automate the Internet connection and coordinate it with the operations performed by the user at the self-service portal.


    6.2 Site-to-site VPN


    As one of the means to securely connect between the user site and the user tenant network, a VPN gateway (VPN GW) function is provided to make possible VPN connection via the Internet. By offering the VPN GW function as a firewall option, integrated access control from the self-service portal is possible even for VPN communications.


    To avoid the restrictions on the VPN GW (vendors, products, applications, etc.) that may be applied at the user site, we use IPSec, which is the standard system for an inter-site VPN.


    6.3 Dedicated Line Connection


    When users provide dedicated line devices on their sites and at the NEC Cloud IaaS site, they can make an exclusive connection between their site and the NEC Cloud IaaS.


    6.4 Inter-DC Network Connection


    Network connection is possible between the NEC cloud IaaS and NEC’s main DCs. We offer best effort and bandwidth guaranteed menus to make it possible to flexibly configure inter-DC network connection as is the case with the Internet connection described in 6.1 above. It is also possible to use the best effort and bandwidth guaranteed menus in combination.


    The following two menus are offered as connection policies. Connection is possible whether or not the server inside the NEC Cloud IaaS and the device in the DC on the opposite side have the same network addresses.


    
      	Bridging connection (L2) service


      	(2) Routing connection (L3) service

    

  


  
    7. Housing Coordination Service


    DCs that offer the NEC Cloud IaaS offer housing services in the same building. The users of the NEC Cloud IaaS can use both the housing services and the NEC Cloud IaaS.


    By using the housing service, the users can communicate with the NEC Cloud IaaS within the housing environment. When a user installs the housing environment with devices and functions not available from the NEC Cloud IaaS, users can expand the capabilities of the NEC Cloud IaaS and enjoy greater flexibly.

  


  
    8. Automation of Network Services


    In this section, we will discuss the automation of the network services provided by the NEC IaaS. We developed our automation functions in order to automate the allocation of the network services described above and to make those services available at the self-service portal.


    The NEC Cloud IaaS uses a wide array of network devices. Although we cannot introduce all of them, some of the most important include NEC’s Software-Defined Networking (SDN) products - the UNIVERGE PF Series, QX Series, and IX Series, as well as NEC’s WebSAM vDC Automation and InterSecVM. OEM products and non-NEC products include Fortinet’s FortiGate, F5 Networks’ BIG-IP, Anritsu Networks’ PureFlow, and Cisco’s Router Switch.


    These devices have different specifications, setting methods, access protocols, and execution multiplicities. To achieve an appropriate network service, it is essential that devices are managed and controlled to ensure that settings are consistent between devices. While ensuring these controls, the functions developed to automate the allocation of network services and of making them available at self-service portals are called “SDN automation functions.”


    SDN automation functions are composed of the SDK layer, which conceals setting methods, access protocols, and authentication methods that differ depending on devices, the sequence layer, which controls the sequences of devices in combination with the SDK layer, and the network service layer, which performs the settings by controlling multiple sequence layers.


    Operations performed by the users at the self-service portal are transferred to the network service layer, while processing for multiple devices is performed at appropriate multiplicities and sequences. The differences in the specifications and setting methods depending on the devices are handled here. By interacting with the GUI at the shared self-service portal, the user can use the network services without having to perform complicated settings for individual devices.

  


  
    9. Conclusion


    In this paper, we have described the network service that offers a versatile network environment that is provided via NEC Cloud IaaS. NEC’s Cloud IaaS incorporates a wide array of appliances, while using SDN to ensure flexible and rapid responsiveness to changing requirements. The result is a diverse range of offerings, flexible user-configurable networks, and on-demand capabilities. At NEC, we are committed not only to keeping pace with the fast-changing world of ICT and cloud computing, but in pushing forward and pioneering new and improved network services to meet the ever-changing needs of our users.

  


  
    * FortiGate is a registered trademark of Fortinet, Inc.


    * BIG-IP is a trademark or registered trademark of F5 Networks, Inc. in the U.S. and other countries.


    * PureFlow is a registered trademark of Anritsu Corporation.
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    Abstract


    Cloud computing, by its very nature, is exposed to a wider range of security threats than conventional enterprise systems. To ensure security, NEC Cloud IaaS features built-in controls to monitor and detect external threats at the operation center. NEC is also cooperating with security specialists to improve the safety of our systems and has obtained internal control assurance reports including SOC 2. This will help reduce the need for customers to deal with internal control audits.


    This paper outlines the security services used by NEC Cloud IaaS to protect our customers' data from security breaches.
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    1. Introduction


    More and more organizations today are moving their IT systems into the cloud, looking to take advantage of the reduced costs, enhanced flexibility, and ease of updating that cloud services make possible.


    This rapid expansion of cloud services brings with it new risks. Instituting measures to cope with actual and potential internal and external threats, as well as to adhere to regulatory compliance, is absolutely critical. As computer resources are often shared with other users under the management of cloud service providers, users may find it difficult to assess the actual level of security - the extent to which the security systems in place protect the confidentiality, integrity, and availability of their data.


    In this paper, we will discuss the NEC Cloud IaaS cloud platform service’s security measures, the commitment to internal control that the company has implemented as a cloud service provider, and the security services it provides to help cloud users perform internal control of their own systems.

  


  
    2. NEC Cloud IaaS Security Measures


    (1) Our concept of security


    
      The NEC Cloud IaaS has been designed to meet all our original cloud security standards and cloud security guidelines (CSA CCM, ISO/IEC27001-27002, FISC, JASA, PCI DSS, etc.). In addition, it has been configured to meet the rigorous security standards issued by other industrial and standardization organizations. At the same time, we are continually working to update our standards to ensure that each service offered in the NEC Cloud IaaS is protected by the highest level of security.


      To ensure that the security policies specified for the NEC Cloud IaaS are observed in practice, our internal controls are evaluated once each year by an internationally recognized third party.


      We also strive to ensure early detection of threats and vulnerabilities by cooperating and exchanging information with our in-house specialist Computer Security Incident Response Team (CSIRT) and information systems divisions.

    


    (2) Commitment to the internal control assurance reporting system


    
      In order to improve their own internal controls, cloud users need to be familiar with the internal controls implemented by their cloud service provider. However, it can be difficult to fully understand the complex mechanism underlying the cloud, thereby making it more difficult to accurately assess the strength and reliability of the cloud's security.


      By having a third-party organization analyze our security from an objective standpoint and provide internal control assurance reports, we are able to obtain an accurate assessment of the effectiveness of the internal controls applied to the infrastructure we build and operate. This means that in order to evaluate the internal controls used in the NEC Cloud IaaS, cloud users simply need to obtain the third-party report. There is no need for customers to try and determine the effectiveness of the internal controls by directly analyzing the NEC Cloud IaaS themselves.


      We have adopted a system called Service Organization Control (SOC) Reports established by the American Institute of Certified Public Accountants (AICPA) for the NEC Cloud IaaS. Currently, we are working to obtain the following two certificates (schedule to be available in April 2015).

    


    
      1) SOC 1


      These are assurance reports for internal control of commissioned business pertaining to financial statements and can be used for financial statement auditing of cloud users.

    


    
      2) SOC 2


      These reports are for assurance of internal control pertaining to wider-ranging system risks, while SOC 1 is restricted to assuring the reliability of financial statements. They can be used by cloud users for their own internal control.


      In particular, SOC 2 can be applied to internal controls related to overall information security, making it ideal for users who wish to assess the security of the NEC Cloud IaaS.


      The assessment information is presented to existing and new customers based on non-disclosure agreements.

    


    (3) Acquisition of other external certifications


    
      In addition to these, we have obtained certifications for the NEC Cloud IaaS from other external certification organizations pertaining to policies, processes, and controls that NEC has built and is operating.


      
        	ISMS（JIS Q 27001）


        	PrivacyMark (JIS Q 15001)

      


      Because the NEC Cloud IaaS platform provides many mission-critical services to our customers, it is essential that we maintain the highest level of security in order to ensure the safety and privacy of the data stored in our cloud, as well as the connections used to access and transmit that data.


      We have designed the NEC Cloud IaaS in such a way that operation staff will be able to build an optimal system for infrastructure operation and to implement appropriate controls on user access, task monitoring, and so on.


      Additionally, to further improve security control levels, we have established an independent internal auditing division to perform periodic audits and make recommendations for improvements.

    

  


  
    3. Internal Control of Cloud Users


    The NEC Cloud IaaS offers ID and access management services developed based on NEC’s extensive experience in internal control system construction, the expertise of our team of security specialists, as the ID and access management technology developed in collaboration with Encourage Technologies Co., Ltd. Capable of strengthening the security and internal control of companies and organizations that use the NEC Cloud IaaS, this ID and access management technology has been implemented in the platform system which offers the services of the NEC Cloud IaaS.


    This service offers the following functions to prevent information leakage, insider attacks, as well as any other weaknesses in the system.


    3.1 ID and Access Management (work trace management)


    The ID and access management service delivers functionality that meticulously records the operation details of the customer's system such as direct operation of databases and alteration of applications, enabling periodic inspections and audits to be performed. All the details of operations made by the customer's staff are recorded with movies of screen transitions, as well as text.


    This functionality automatically records the system operation screens of each individual and simultaneously collates them with operation history information such as operation logs. This data is then stored, enabling real-time detection and reporting of breaches and other suspicious activity, thereby preventing security incidents in advance by detecting and reporting misconducts in real time before they happen. The results are recorded so that they can be searched and played back, allowing the data to be utilized for internal and exterior audits. Taking advantage of this functionality helps reduce security risks such as information leakage or data breaches - whether they stem from a weakness in the system or from wrongful or erroneous operation, as well as providing the tools and data needed for more comprehensive and reliable system inspections and audits.


    This functionality is the result of joint development with Encourage Technology - Japan’s top vendor of system trace audit tools - for their ESS REC.


    Function details 1: Access permission without password entry


    
      When an operator with access permission accesses the server under the administration of the ID and access management server, the ID and access management server automatically changes that server’s password and automatically facilitates connection using the newly changed password. This process is repeated every time an access is made.


      The server under the administration can only be set with a password automatically allocated by the ID and access management function. Access via any route other than the ID and access management server is prohibited (Fig. 1).


      
        [image: e140206_01.jpg]

        
          Fig. 1 Access permission without password entry.
        

      


      Operators can only access servers for which they have access permission, and it is virtually impossible to use that server as a stepping stone to access other servers.

    


    Function details 2: Detailed operation recording with movies and text


    
      When administrating a system, there is no getting around the fact that special privileges (privileged ID) are required in order for a user to be able to directly work with applications and databases. However, this makes it necessary to take steps to mitigate the risks posed by the potential abuse of these privileges or by careless mistakes that can lead to loss or destruction of data.


      Of particular importance is establishing effective controls over authorized personnel who possess high levels of technological expertise. In order to maintain effective control over usage of privileged IDs by system administrators with advanced technological knowledge, it is important that, in addition to the utilization of IT-based solutions, emphasis be placed on the development of a means to immediately detect unauthorized use of user privileges or errors caused by user carelessness.


      Detailed operation records are an effective and important means (Fig. 2) of objectively judge the validity of tasks in system operations.
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          Fig. 2 Detailed operation recording with movies and text.
        

      


      Closely inspecting and auditing operational details and results makes it easier to spot anomalies such as operations being executed that have no apparent justification or that appear to have been executed in error. Once an invalid operation has been detected, appropriate countermeasures can be implemented.

    


    Function details 3: Control of file transfers


    
      When access to a server is managed by the ID and access management server, this also includes control over file imports and exports. Preventing files from being transferred without permission (either to or from the server), information leakage can be prevented.


      Importing or exporting files is managed by the ID and access management server the first time a user attempts to do so. Subsequently, file transfer is possible when the administrator gives permission.


      Files that have been imported or exported are all recorded in the server's history, preventing an operator from taking confidential information out of the server without the administrator's permission (Fig. 3).

    


    
      [image: e140206_03.jpg]

      
        Fig. 3 Control of file transfers.
      

    


    Function details 4: Incorrect login management function (log collation)


    
      The ID and access management service includes an incorrect login management function (log collation) to enhance security capability. This function gathers login history from servers to detect the presence or absence of incorrect accesses. This makes it possible to perform early detection should illegal external access or unauthorized internal access occur.


      Moreover, if a prohibited or unauthorized operation is performed, the alert function for prohibited commands immediately detects it and alerts the administrators. This makes it possible to immediately cope with any prohibited operations, as well as alerting the administrators to any unauthorized operation executed by an authorized operator, enabling them to deal with it without delay.

    

  


  
    4. Conclusion


    In this paper, we have reviewed the security measures implemented in NEC Cloud IaaS, as well as the other security services that provide robust constructions to our customer's systems by employing NEC’s extensive experience in internal control system construction.


    We are committed to providing the NEC Cloud IaaS with the functionality necessary to easily and efficiently reinforce standardized internal controls in our customers' systems.

  


  
    * ESS REC is a trademark or registered trademark of Encourage Technologies Co., Ltd.


    * Windows is a registered trademark of Microsoft Corporation in the U.S. and other countries.


    * Linux is a registered trademark of Linus Torvalds in the U.S. and other countries.
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    Abstract


    Data centers play a key role in supporting today's information society. Building on NEC's 30 years of experience in data center operation, we opened NEC's new flagship data center - the NEC Kanagawa Data Center - in January 2014. In this paper, we describe the management technology and systems incorporated in the NEC Kanagawa Data Center, which features a Power Usage Effectiveness (PUE) - the principal index for measuring the energy efficiency of data centers - of just 1.26, which is one of the best ratings in the Tokyo Metropolitan Area. In addition to its reduced energy requirements, the NEC Kanagawa Data Center is optimally located in an area less disaster-prone than elsewhere, while being easily accessible from central Tokyo. Specially designed to support the NEC Cloud IaaS cloud platform, the NEC Kanagawa Data Center accommodates 3,000 racks and is equipped with comprehensive, highly redundant security measures.
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    1. Introduction


    Data centers (hereinafter referred to as “DCs”) are integral to the smooth functioning of today's highly networked information society. Ever since Japan was shaken by the Great East Japan Earthquake in 2011, the need for DC facilities capable of protecting IT systems has become of critical importance to private and public organizations alike.


    NEC has been building, operating, and managing DCs for three decades. Using the wealth of experience and expertise that we have accumulated in that time, we designed and built a state-of-the-art DC - the NEC Kanagawa Data Center - which opened for business in January 2014 (Fig. 1). Bigger and more advanced in every way than any of our other DCs, the NEC Kanagawa Data Center is positioned as our flagship DC and boasts the highest levels of reliability, energy efficiency, security and technology.


    
      [image: e140207_01.jpg]

      
        Fig. 1 NEC Kanagawa Data Center.
      

    


    Providing stable support for our cloud infrastructure, the NEC Kanagawa Data Center also provides secure housing services for our customers. By integrating the DC infrastructure, cloud services and housing services, we are able to optimally manage the entire system, achieving rationalization and energy saving.

  


  
    2. The Primary Functions of a DC


    There are three major social roles a DC must perform.


    (1) To protect IT systems from disasters


    
      A DC's primary role is to protect IT systems. Accordingly, various facilities are installed in a DC. Potential disasters that must be protected against range from earthquakes to typhoons, floods and high tides.

    


    (2) To protect IT systems from vandalism and burglary


    
      A DC also needs to be able to protect IT systems commissioned by customers from physical vandalism and burglary. This means that, in addition to well-controlled and secure operation, mechanisms must be provided that do not allow intrusion (physical outer walls and patrolling security guards, as well as security equipment including intrusion detection sensors, electronic security systems, access control systems and authentication systems).

    


    (3) To reduce energy usage


    
      Building a server room in the corner of an office and operating it after installing Package Air-Conditioner (PAC) results in unnecessary and excessive consumption of energy. Helping reduce the load on the environment is one of the three critical issues that pertain to DCs. A DC needs to be able to offer significantly more efficient power consumption than on-premises server rooms - even rooms that have been individually optimized.

    

  


  
    3. Providing Solutions


    To meet the requirements just described, the NEC Kanagawa Data Center has been designed and built to satisfy the most rigorous standards.


    3.1 Location


    In order to avoid suspension of services should a disaster strike, the location of a DC is critically important. The location of the NEC Kanagawa Data Center offers the following key advantages.


    
      	More than 14 km from a major active fault


      	Almost no risk of the liquefaction at the site and in the surrounding area


      	More than 30 km from the coast and approximately 135 m above sea level


      	Approximately 2 km from the nearest major river

    


    This setting means that there is almost no chance of the DC being exposed to an earthquake with its epicenter located directly below. Nor is there any risk of liquefaction and or possibility of damage from tsunamis or floods. A DC can no longer function if buried communication wiring and electrical wiring are damaged by liquefaction. Thanks to its location, there is no chance that the functions of the NEC Kanagawa Data Center could be shut down by liquefaction.


    A DC can no longer function effectively if communication wiring and electrical wiring are damaged by liquefaction. In consideration of this, the NEC Kanagawa Data Centre has been located in an area where there is almost no risk of being shut down by disasters such as earthquakes, liquefaction, tsunamis or floods.


    3.2 Architecture


    The NEC Kanagawa Data Center is supported by piles driven all the way down to the bearing layer. This ensures that the buildings will not tilt or be damaged in the event of an earthquake.


    Based on this foundation, the center is constructed with solid frames that comply with Comprehensive Anti-Seismic Design Standard for Governmental Facilities Type I*1, providing further assurance of safety and reliability in the event of a major earthquake. In addition, each of the server rooms employs floors equipped with a two-dimensional seismic isolation system to prevent earthquake vibrations from being transmitted directly to IT equipment.


    3.3 Electrical Facilities


    The NEC Kanagawa Data Center maintains a backup power supply that uses in-house gas-turbine generators plus one backup unit (N+1 system) to ensure a reliable, uninterruptible supply of power for up to 72 hours without refueling. And thanks to a priority supply contract to guarantee fuel delivery, the power supply can be maintained for even longer, enabling continuous long-term operation in the event of a wide-area power outage. The N+1 system also incorporates uninterruptible power supply (UPS) units in order to cope with momentary voltage drops and to cover system startup time and power transmission time for the in-house generators.


    3.4 Air-conditioning Facilities


    A centralized heat source system is used for the center's air-conditioning facilities. For air conditioning in rooms, a conventional down-flow air-conditioning system is not used; instead, a newly developed revolutionary overhead air conditioning system (patent pending) is used. In this NEC-original system, the ceiling is constructed using a dual structure (Double Layered Ceiling), while the server room is divided into hot and cold aisles. Appropriately cooled air is sent from the ceiling fans (Fig. 2) according to the heat generated by the server racks.


    
      [image: e140207_02.jpg]

      
        Fig. 2 New method of air conditioning for server rooms.
      

    


    This system has the following benefits.


    
      	Highly energy-efficient DC motors help reduce power consumption related to air conditioning by 26% (compared to PAC down-flow air-conditioning system).


      	Variable-speed fans are incorporated in the cold aisle ceiling to appropriately control the air flow rate according to the heat generation of the servers, thereby reducing excessive air-conditioning power at partial load.


      	The underside of the floor is made into a space exclusively for wiring to prevent deterioration of air-conditioning capability due to the accumulation of old cables over long periods of time.

    


    The temperature conditions in the rooms are based on the US ASHRAE standards, and the latest standards for server rooms have been adopted. Free cooling equipment that uses an indirect outdoor air cooling method has been introduced for use in the winter. In combination with the highly energy-efficient air-conditioning system described above, this contributes to the improvement of the Power Usage Effectiveness (PUE), a principal index for energy efficiency capabilities of DCs, as well as preventing air pollution in the rooms and keeping humidity in control.


    3.5 Security Facilities


    As for security, we have built a system featuring seven-step safeguards that protect each server from external access with access permitted only to areas where permission has been applied for in advance, and only after body search and baggage inspection with a metal detector.


    Our original biometric authentication system - the KAOATO face recognition system*2 - is adopted. Combined with a tailgating prevention mechanism, this system provides rigorous access control (Photo).

  


  
    [image: e140207_03.jpg]

    
      Photo Circular gate and face recognition device.
    

  


  
    *1 Anti-Seismic Design Standard for Governmental Facilities is a standard that specifies the anti-seismic capability of facilities that used by public and government agencies. Type I is the highest class.


    *2 This system is one of the products that adopt the NeoFace engine, which has been rated the world's number one in MBGC and MBE precision evaluation contests held by the US National Institute of Standards and Technology (NIST).

  


  
    4. DC Functionality


    In addition to providing safety and security for critical applications and data, DCs are also expected to offer greater convenience and lower costs.


    4.1 IT System Operation Support (integrated operation management)


    Conventionally, IT systems were housed in a structure which required that technical staff be permanently stationed on site and to which additional personnel could be promptly dispatched in case of emergency. However, the costs and labor required to operate such a system were exorbitant, resulting in significant cost inefficiencies. Today's DCs are expected to offer improved operational support such as provision of remote surveillance and on-premises operation services.


    NEC offers remote IT system surveillance and operation using the integrated IT service management center (ITSMC), as well as on-premises physical operation services.


    4.2 High-capacity, High-efficiency, High-availability Facilities


    DCs need to be able to achieve floor load, power capacity, and air-conditioning capacity that would be impossible with server rooms built in offices. Using the technologies described in the previous section, high-density construction and high availability can be achieved in DCs - something which is not possible with server rooms built in offices located in office buildings. Steep rises in electricity rates recently have increased the risk of fluctuations in operation costs. As a result, customers are looking for ways to save energy and minimize those risks.


    4.3 Security


    Assigning specialized security personnel to on-premises server rooms in office buildings is expensive and inefficient.


    On the other hand, specialized personnel can be assigned to perform manned surveillance in a DC, efficiently achieving high security without compromising convenience.


    4.4 Cloud Linkage (hybrid)


    As clouds become increasingly popular, many corporations are starting to migrate parts of their IT systems to the cloud. However, since it is not currently possible for cloud platforms to provide full coverage of all IT applications, it is necessary to connect and link in-house IT systems with clouds via communication lines.


    With the NEC Kanagawa Data Center, a room dedicated to the provision of the NEC Cloud IaaS cloud platform service is located on-premises to achieve a design that facilitates direct linkage with in-house mission-critical IT systems. This makes it possible to achieve highly reliable, high-speed connections at low cost, including initial running costs.

  


  
    5. Integrated Management


    Our DC efficiently offers management services that leverage our highly integrated operation surveillance and NEC's specialized personnel, as well as various energy and cost saving measures. Below we introduce two mechanisms that support these operations.


    5.1 Integrated Monitoring System


    In pursuit of safety and reliability, we have built an integrated DC monitoring system designed to achieve the following five objectives.


    
      	Strengthening the prompt response structure by visualizing scenarios in which we respond to effects caused by DC equipment abnormalities and external factors.


      	Improvement of service levels by specifying suspected areas and deriving solutions for problems based on the records of previous problems and their solutions in order to shorten response time to any problem that arises.


      	Reduction of service charges by improving efficiency through automation of reporting and various other procedures.


      	Reduction of error/failure occurrence rates using proactive maintenance measures based on premonition monitoring.


      	Provision of integrated operability independent of a DC (location) and managed objects.

    


    To achieve these goals, we have established a DC facility management system (Butics), security management system (SafeWare), and integrated DC monitoring system that link with the server rack management system. Receiving management facility alert information and operation information from various linked systems, the integrated monitoring system establishes alert linkage with surveillance servers and collects a variety of operation data. This makes it possible to connect via email with the appropriate personnel, notifying them in near real time of abnormal conditions of the electrical facilities, air-conditioning facilities, security facilities and server rack environment.


    As for the future, we are planning the following: First, facility operation data will be made available on the portal site according to access authorizations, and then usage environment data such as server rack temperature and power usage will be offered to users, enabling information regarding the DC's conditions such as equipment capacity and usage conditions to be shared among those concerned. Moreover, by using the accumulated data for trend analysis and premonition surveillance, we can make DC management even more effective and more efficient. Finally, by incorporating a wide range of other data such as weather reports and public transit system information, we can apply this system to other DCs, facilitating centralized management of multiple DCs and further improving convenience.


    5.2 Integrated Operation Management


    In addition to remote surveillance and operation of IT systems from the ITSMC (Fig. 3), we offer physical operation services on-premises. Management in the event of a disaster is handled by trained personnel.


    
      [image: e140207_04.jpg]

      
        Fig. 3 Conceptual diagram of integrated IT service management center.
      

    


    By using this operation service, our clients can monitor and operate IT systems without having to build a specialized structure with surveillance personnel and operation personnel who are on duty 24 hours a day, 365 days a year.

  


  
    6. Conclusion


    Our recently opened flagship DC, the NEC Kanagawa Data Center, was built and designed using the latest technologies and facilities. Decades of experience and expertise have been distilled and crystallized in this unique, cutting-edge facility. Highly redundant safety and security systems combined with seamless data throughput and high-speed performance allow our clients to use our cloud and housing services with confidence, making our DC the platform for their IT equipment.


    We are committed to continuing our efforts to help reduce our clients' capital expenditures and operating expenditures, while further improving safety by combining multiple DCs with the flexibility of our Software-Defined Networking (SDN) and clouds.
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    Abstract


    Enterprise IT system operation conditions have changed significantly since the cloud computing era began. In order to deal with the service style by which users access services and ICT resources as and when required, integration and centralization of IT systems have been accelerating. MasterScope is a business operation and management software suite that has been developed via NEC's accumulated and proven expertise and advanced technologies. It implements the optimization of the entire system administration cost by automating and visualizing the IT system, which has tended to become more complicated and larger scale. This paper discusses how MasterScope implements the cost-effective integration and management with the system administration. It also introduces new functions for NEC Cloud IaaS and the NEC cloud platform services.
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    1. Introduction


    In recent years, enterprises have been subjected to far-reaching changes in their business environments and are facing issues such as the needs to achieve TCO (Total Cost of Ownership) reduction and to implement enhanced and flexible business management solutions. Under such conditions, enterprises have started to examine their IT systems from the standpoints of cost reduction, expandability, flexibility and swiftness. Consequently, many of them are now employing cloud oriented IT systems that integrate and centralize entire enterprise IT systems. This strategy also enables a real-time response to customer requests, which has resulted, however, in the enterprise IT systems becoming larger and more complicated. The staff members employed in system management departments are therefore now required to cope with highly advanced and integrated management systems.


    MasterScope Virtual DetaCenter Automation, (hereinafter referred to as vDC Automation) is a cloud platform software packaged in NEC's MasterScope that offers an integrated administration software suite. This paper will discuss vDC Automation and also introduces its innovative functions that are designed to support the NEC cloud platform service, NEC Cloud IaaS.

  


  
    2. Cloud Computing Issues


    In recent years, cloud computing has attracted much attention from a range of enterprises. However, to shift their IT systems into cloud computing does not always offer advantageous aspects. The cloud still has some issues, especially with regard to its deployment. Simply to carry out IT system virtualization or IT resource centralization is not enough in itself to acquire sufficient cost reduction for the overall system administration. An enterprise has first to find and resolve potential issues in order to keep pace with any cloud computing introduction.


    Firstly, deploying cloud computing in an IT system may introduce a greater workload on system administrators. When all ICT resources such as servers, network systems and storage computers, etc. are centralized, the data volume to be handled will be increased significantly. Moreover, administration that combines the ICT resources of other multi-vendors or multi-platforms will become necessary and this will tend to make the administration more complicated. To satisfy the needs of such large-scale and complex IT systems, administrators must have diverse knowledge and expertise in order to provide customers with the most appropriate ICT resources chosen from the relevant servers. This requirement may impose a greater burden for administrators.


    Second issue is to maintain expandability, flexibility and swiftness of the system, which are features of cloud computing. With the conventional IT system, when the system needs to expand or if more systems must be added, it begins by purchasing the required devices needed to build a new system, etc. This task is expected to have some lead time before the release of an updated system. However, the cloud computing system is expected to allocate appropriate ICT resources as and when required and promptly. Moreover, a mechanism to cope flexibly with changing systems is essential for preparing system expansion or for adding devices to deal with the increased operation load of ongoing businesses.

  


  
    3. Cloud Integration Administration System Exploited by vDC Automation Software


    MasterScope is an integrated administration software suite that aims to solve the complex issues derived from scaled-up systems. It targets a wide range of administration environments, from enterprise information systems to cloud-oriented data center systems, and thereby helps to optimize entire enterprise IT systems. By visualizing the overall lifecycles of the IT systems and by automating their administrations, a system administration infrastructure is created that achieves fewer administrators and reduces costs while maintaining service quality.


    vDC Automation was developed as a cloud platform software for the MasterScope software suite in order to support the entire cloud system lifecycle management (Fig. 1). vDC Automation uses the “ICT resources optimization” and “IT system visualization” methods to resolve the first issue as mentioned above, and “orchestration” to resolve the second issue. More details of these solutions are described below.


    
      [image: e140208_01.jpg]

      
        Fig. 1 Outline of the vDC Automation functions.
      

    


    (1) Optimization of ICT resources


    
      vDC Automation integrates the diverse kinds of ICT resources that are collected from servers (CPU, memory), storages and networks (IP address, VLAN, virtual firewall, virtual load balancer), with the existing assets and stores them in a resource pool to enable them to be managed in a centralized manner. This strategy will make it possible to check the ICT resource usage status in real time without the need to consider performance differences between devices located in multivendor environments. Moreover, constraints applied via resource usage conditions will alert the administrator when a threshold exceeds a certain level. Such a function will help to achieve efficient ICT resource management.


      vDC Automation also provides a “sub resource pool” function that allows the resource pool to be divided into smaller units, each one to be used by a specific department or for a specific type of job. This function makes it possible for individual departments to operate the cloud environment in a flexible and practical manner, just as though they have their own ICT resources (Fig. 2).
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          Fig. 2 Sharing ICT resources using a resource pool.
        

      


      Moreover, vDC Automation provides an isolated network environment for each user. Thereby achieving an independent and secure network configuration for each department becomes possible.

    


    (2) Visualization


    
      Sharing physical servers in a large-scale cloud system sometimes makes it difficult to assign the cause of an IT system failure. When any failure occurs to a VM (virtual machine) it is difficult to find out which virtual platform server operates the failed VM, or to decide whether the virtual platform server or the network has caused the failure.


      In order to maintain a satisfactory service level, it is essential to locate the area to be affected by the failure effortlessly. Moreover, it is also necessary to have information regarding the ICT resource usage status in order to give an appropriate judgment whether or not more ICT resources have to be used. vDC Automation displays maps of both physical and logical configurations and it also controls the linkages between resources and users, so that users can confirm the relationships between failures and their causes without the need for complicated procedures. It then becomes possible to acquire the usage status information of entire ICT resources and also those of individual users in real time (Fig. 3).
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        Fig. 3 Visualization of the ICT resource usage status.
      

    


    (3) Orchestration


    
      vDC Automation automates the construction not only of servers and storages but also of networks. It also automatically assigns ICT resources from the resource pool to meet virtual server assignment requests from individual users. Such a technology is called an “Automation function”.


      An Automation function is equipped with a “Workflow function” that automates a series of processes for the creation of ICT resources, and also with NEC-verified provisioning scenarios, which are to be provided as standard features. The standard “Workflow function” automates various processes including: virtual network creation and operation for individual users, configuration of virtual firewalls and load balancers, building virtual machines (VMs), assignment of storage to VMs, middleware installation and monitoring settings (Fig. 4). vDC Automation automates all of the setup tasks needed to make such virtual machines available for the actual work and it thereby achieves the desired management cost reduction for IT systems.
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          Fig. 4 Orchestration.
        

      


      The “Workflow function” enables the execution of commands and scripts. By exploiting these execution results, it creates a series of workflow patterns by describing conditional branches and connections. Moreover, arbitrary commands and scripts can be embedded in the IT system environment by customizing the standard workflow when a system environment is modified by replacing a network device, etc. (Fig. 5)
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        Fig. 5 Workflow function.
      

    

  


  
    4. A New Function Coping with NEC Cloud IaaS Requirements


    vDC Automation is a cloud platform software for NEC Cloud IaaS. NEC Cloud Iaas provides services including a cloud platform service, a housing service and a hybrid cloud service that combines the cloud platform service and the housing service. The cloud platform service also includes STD (NEC Cloud IaaS - Standard) that achieves an impressive cost performance and HA (NEC Cloud IaaS - High Availability) with high performance and high reliability. In the following sections we discuss the primary features of vDC Automation that are designed specifically for NEC Cloud IaaS.


    (1) Strengthening the linkage with SDN (Software-Defined Networking)


    
      By interacting with NEC's UNIVERGE PF6800 Network Coordinator (hereinafter UNC) that implements the ProgrammableFlow architecture, vDC Automation enables creation of a virtual network with a capacity of beyond 4 K that is the upper limit of a number of VLAN-IDs (virtual LAN identifiers).


      Moreover, the HA and the STD services and appliances are configured under the different domains. This makes it possible not only to implement the system expansion per POD (point of delivery) in the VLAN 4K space but also achieves this without stopping the cloud platform services. After reinforcing the linkage with SDN, vDC Automation starts the service for the cloud network, configured with a single POD in the 4K VLAN space, and ultimately expands its service to the network with thousands or even tens of thousands of POD configurations, so that an expandable and flexible cloud network environment can be achieved (Fig. 6).
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        Fig. 6 Network with NEC Cloud IaaS.
      

    


    (2) Reinforcement of the criteria for selecting virtual platform servers for HA services


    
      A sever criteria was employed for selecting virtual platform servers when provisioning the HA cloud platform service and assigning VMs. With the HA cloud platform service, VMs are deployed automatically on the appropriate virtual platform servers when they are assigned from ICT resources. However, the VM host was selected according to the number of existing VMs with the conventional service. The HA cloud platform service features high reliability and advanced performance, therefore it is essential to prevent interference between the CPU and memories etc., and to thereby degrade their performances.


      In order to deal satisfactorily with the cloud system administration and to enable a performance guarantee, vDC Automation is equipped with a virtual platform automatic selection function. This feature selects a virtual platform automatically according to the CPU and memory usage and reserves it when creating VMs. Moreover, when selecting the virtual platform in the target network to boot VMs, the function is improved and selects those virtual platforms with resources that have more capacity in their CPUs and memories.

    

  


  
    5. Conclusion


    The vDC Automation supports cloud system management via expandability, flexibility and promptness and improves the management efficiency of ICT resources from three aspects: optimization, visualization and orchestration. Moreover, we have employed the concept of SDN for the commercially based cloud platform products and have delivered them to our customers before our competitors. NEC will facilitate MasterScope's long-experienced expertise that has been proven by many enterprises and especially by those in the datacenter markets, by providing administration products to support the cloud computing era. We will thereby be helped to contribute progressively to the business efficiency of our customers.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * Hyper-V is a registered trademark or trademark of Microsoft Corporation in the U.S. and other countries.


    * VMware is a registered trademark or trademark of VMware, Inc. in the U.S. and other countries
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    Abstract


    The high quality/low price provision of cloud services need not only an advanced system configuration but also require efficiency improvement and automation of the operation of the system platform itself. This paper describes an integrated operation and management platform that contributes to operations cost reductions and service quality improvements of the NEC Cloud IaaS. These improvements are achieved by means of various functions including the system platform configuration/management function, the access management function, the auto voice escalation function and the normality check function.
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    1. Introduction


    Now that the IaaS is being adopted for the infrastructures of corporate information systems, the IaaS providers are required to offer both efficient operations for reducing the cost and reliable services. The IaaS platform operation is required to manage a huge volume of components and software. To achieve high reliability, it must also ensure security and internal control of operations and identify the fault location quickly in the case of a problem.


    In order to solve such issues as those described above, a system that improves the quality, security and efficiency of the cloud platform operation is built for the integrated operations management platform in our cloud platform service “NEC Cloud IaaS” (hereafter NECCI).

  


  
    2. Tasks in Integrated Operations and Management


    Among accumulated experience of our system operation management and service provision, we have selected the tasks that can contribute to the reduction of the IaaS service provision costs and to improvements in service quality and reliability. Then, we have systematized them so that those tasks can be automated. The target operations include:


    • Configuration management (floor/racks/components/VM/licenses)


    
      This task manages the configuration and relationship between the floor, racks, components and VMs (Virtual Machines) as well as the licensing information and maintenance contracts. Therefore, the large amount of IaaS platform components can be controlled appropriately and efficiently and thereby prompt fault counteraction and compliance can be secured.

    


    • Change/ID/access management


    
      To secure the internal control of system operations, this task manages the system changes and the access applications, work approvals and records. It also performs management of the privileged IDs and the matching of system access applications and login histories in order to control access to the various platform components. Automation of these tasks can efficiently reduce security risks, including inside attacks.

    


    • Auto voice escalation/normality check


    
      This task is essential to implement a 24-hour, 365-day operation system; such as escalation to SEs based on the system monitoring alerts and normality check operations.


      By automating these jobs, the operation labor costs will be reduced significantly.

    

  


  
    3. Technologies and Operation of Management and Integrated Operations Platform


    The integrated operation and management platform improves the quality and efficiency of the IaaS service provision by systematizing the configuration management, change/ID/access management and auto voice escalation/normality checks. The implementation methods for a practical system are discussed in the following subsections.


    3.1 Operational Efficiency Improvement via Configuration Management


    (1) Technologies and software employed


    
      • Configuration management tool


      This tool boasts the achievement of the management of about 7,000 nodes among the provider businesses. It integrates information from various components and manages the logical and physical pieces of configuration information by interlinking them.


      • NetCracker


      This tool has already been offered to more than 260 businesses worldwide. NECCI uses it for the configuration information display and license management.

    


    (2) Outline of configuration management


    
      The configuration management tool collects configuration information and then distributes it to the NetCracker and the operation portal (NELP). The users can reference and use the configuration information registered in the NetCracker and also in the configuration management tool. Fig. 1 defines the configuration management.
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        Fig. 1 Configuration of the configuration management application.
      

    


    (3) Collection of configuration information


    
      In order to improve the efficiency of input operations for the configuration information collection, data used for NECCI, which is retained by the software and management tools, is collected automatically and linked each other based on the relationship information.


      The configuration management tool periodically collects the individual pieces of management information on the tenants, physical resources and virtual resources from the platform management tools, such as the VMware vCenter, nova, NetApp and iStorageManager. It then generates data linking relationships between the physical and virtual resources and those between virtual resources and tenants, and forwards them to the NetCracker.

    


    (4) Utilization of configuration information


    
      The users and administrators of the IaaS and data centers can reference the configuration information that links the relationships between tenants and each component and between components on the web display of the NetCracker. The display can also serve for search, listing and file output of hardware/software so that it can be used to identify the assets inventories and license usage situations. When it is used in referencing the number of working VMs or racks, it can also serve for the capacity

    


    (5) Instant identification of the affected tenants


    
      In order to identify the situation instantly in case of a fault with a platform component, we have developed a function that creates a fault-affected tenant list that includes information such as the tenants, nodes (virtual servers) and contact persons who may be affected by the fault, and then notifies the list to administrations by e-mail. The list is created by compiling the information defining the relationships between physical servers, virtual servers and tenants that have been collected and generated by the configuration management tool. The monitoring alert of the Zabbix is used as the trigger for creating and e-mailing the list.

    


    3.2 Improvement of Change/ID/Access Management Efficiencies


    (1) Technology and software usage


    
      • NELP


      This is the operation portal for providing high-quality IT services based on the ITIL (IT Infrastructure Library). It has been used successfully in system operation/management projects using the ITIL and is equipped with the communications management functions required for operations such as workflow, monthly reports and document management functions.


      • IAM (ID & Access Management)


      This technology reduces labor related to the ID management, work applications, approvals and confirmations and is also equipped with a mechanism for detecting and preventing illegal accesses.


      The ESS REC and ESS AutoAuditor are pieces of software that provide work trail management and the worker's system access control functions. The SecureMaster performs management, distribution and change of the IDs of platform servers on the NECCI.


      • Logstorage


      This software collects the server access logs. At the same time, it enables various log-related functions such as high-speed collection, inquiries and alteration prevention. In addition to these software functions, NECCI has also developed a function that automatically matches the data on access applications at the NELP and the collected log, so that it detects non-applied accesses in order to secure the internal control.

    


    (2) Outline of change/ID/access management


    
      A workflow system integrates and manages information regarding change request and approval of applications in order to improve the operations efficiency required for processing such information. The platform components can be accessed by passing through the gateway server using a one-time ID.


      In order to access a platform component it involves various operations such as the distribution of personal ID, issuance of one-time ID and checking of the access log. Automating these operations makes it possible to improve the operations efficiency. Fig. 2 shows the configuration of the ID access management.
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        Fig. 2 Configuration of ID/access management application.
      

    


    (3) Change management


    
      The applicant can make a change request using the workflow function provided with the NELP. After the change request is approved, the modification work is carried out and the change details are reported via the NELP after completion of the work. The change request information is subject to be integrated and linked with the access applications (to be described later), therefore the change work situation can be easily identified.

    


    (4) ID management


    
      A user who wants to use a platform component should create a public key and a secret key for the ssh connection and send an ID registration application to the NELP by attaching the public key. When the application is approved, the NELP and SecureMaster link data and distribute the personal ID to all of the ID distribution-target platform components.

    


    (5) Access management


    
      The operator requests an access application to the NELP by specifying the access-target platform components and scheduled work start/end date and time, etc. When the application is approved, the NELP automatically links the data to the ESS and issues the one-time ID for logging into the gateway server. The one-time ID of the gate server becomes valid on the applied work start date/time so that the worker can access the system.


      When the work-check personnel reports the result through the NELP after completion of the work, the one-time ID becomes invalid and the access to the components are denied. Whether or not the application contents match the access log is checked automatically (log collation) in order to reduce the operational costs related to the security manager.

    


    3.3 Auto Voice Escalation/Normality Check


    (1) Technology and software used


    
      • Premier Voice


      This cloud service facilitates automatic use of the voice-call notification function by using the API. As this service is provided from the cloud, the user does not have to possess a phone circuit or voice-call control equipment but can control voice-calls using the open API (SOAP).


      • Selenium


      This is a web application test tool. It can perform testing automatically using the web browser. NECCI uses it as a tool for normality checks.

    


    (2) Outline of auto voice escalation/normality check


    
      The auto voice escalation notifies abnormalities detected on a monitored server automatically with a voice-call. The normality check features automation of the web service normality check that has previously been done manually by an operator. It has eliminated the need of operators working for 24 hours a day for system operations and therefore reduces operation costs. Fig. 3 shows the configurations of the auto voice escalation and normality checks.
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        Fig. 3 Configuration of auto voice escalation/normality checks.
      

    


    (3) Contents of auto voice escalation


    
      The escalation execution details can be designed on the self-service portal by defining the contacts persons, contact order, contact time zone such as weekdays, holidays, daytime or nighttime, etc. When an abnormality is detected on a monitored server, the contacts are identified based on the registered escalation design and APIs are issued to the Premier Voice in the defined order to execute the automatic voice notification.


      By combining it with the normality check, it is also possible to check the normality automatically and control the execution of the automatic phone notification depending on the result. The escalation result is sent to all contacts by e-mail and is also accessible from the self-service portal so that awareness of the situation can be shared by all of the persons concerned.

    

  


  
    4. Next-Generation Operation Services


    For the operation of cloud-based services, we possess an operations service system that assumes monitoring, notices and routine operations.


    Previously, the operations systems, processes and tools were built per customer or service menu based on their requests. As the tools and processes were not always NEC in-house products, such provision style could not provide remarkable achievements in cost reduction and working efficiency improvement.


    To resolve these issues in the next-generation operation service, we have reviewed the service system and operation processes so that they can utilize the integrated operation and management platform and self-service portal maximally. We have also reduced human labor input considerably in order to improve the operations costs, operation speeds and quality. As a result, we have succeeded in reducing the operation costs by about 20% and in enabling the provision of services at a lower price and of a higher quality.

  


  
    5. Conclusion


    The automatic voice escalation and normality check functions are used not only for the purpose of improving the internal operation efficiencies of the NECCI group but are also released as options in the tenants' menu so that they can be used by the tenants. The change/ID/access management functions are useful for enabling any business to establish internal control. We therefore packaged these functions in a single server and prepared the tenant menus so that they may be used as the VM images of NECCI.


    The integrated operation and management platform introduced above can be used as the platform for various services provided by NEC as well as by NECCI. We anticipate that our customers will be able to improve the efficiency of IT system operations by making full use of NEC's proved technologies and services that we have accumulated so far.

  


  
    * VMware vCenter is a registered trademark or trademark of VMware, Inc. in the U.S. and other countries.


    * NetApp is a trademark or registered trademark of NetApp, Inc. in the U.S. and/or other countries.


    * Zabbix is a registered trademark of Zabbix SIA.


    * ITIL is a registered trademark of AXELOS Limited.


    * ESS REC and ESS AutoAuditor are trademarks or registered trademarks of Encourage Technologies Co., Ltd.


    * Logstorage is a trademark or registered trademark of Infoscience Corporation


    * All other company and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    NEC has developed a “micro-modular server” featuring high integration and power saving and a “phase change cooling unit” featuring a local cooling technology that is able to provide natural cooling without using electrical power for the data centers. Of the various newly developed technologies packaged with these products, this paper focuses on the power saving, high density and operations management technologies that contribute to a reduction in the total cost of ownership (TCO) of data centers. Various innovative features of the products are also discussed.
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    1. Introduction


    In consideration of the rapid shifting of ICT systems from the ownership type (on premise) to the utilization type (cloud), NEC has developed a micro-modular server and phase change cooling mechanism. The use of these technologies in the platforms of the cloud business carriers and corporate private cloud systems is assumed and the sale of solution type platforms incorporating these systems has already begun.


    Up to 736 units of micro-modular servers can be mounted per rack in order to reduce the data center installation space to 20% and also to reduce the footprint cost significantly. On the other hand, the phase change cooling mechanism is capable of highly efficient local cooling and can reduce the cooling costs of data centers up to 30%. At NEC, we not only intend to reduce the power consumption of IT equipment but also propose optimization of the total cost of ownership (TCO) including those for the data center facilities.

  


  
    2. Micro-modular Server


    Since a data center installs a large number of servers, these servers are required to occupy a small footprint and to consume power optimally. We have therefore recently developed a micro-modular Server featuring both high integration and low power consumption for use in data centers (Photo 1).


    
      [image: e140210_01.jpg]

      
        Photo 1 The recently developed micro-modular server.
      

    


    2.1 Latest Technologies Applied to the Micro-modular Server


    (1) Power saving


    
      By adopting the latest power-saving components including the C2000 series power-saving Intel Atom processor, the mSATA SSD and the 2.5-Gbps network by leading any other competitors, we have productized a Micro-modular Server that consumes only a quarter of the power required by the previous product*1.

    


    (2) High integration


    
      By fully applying the cooling design technology to withstand the 40-degree environment that has been cultivated via our past researches, we have implemented an ultra-high-density design that makes it possible to mount up to 46 server modules in a 2U-size rack chassis. We have thus succeeded in achieving integration at the highest level, with the capability of mounting 16 chassis, including a total of 736 servers per 42U rack.


      The weight per chassis has also been reduced to 34 kg for the largest configuration. This allows the servers to be installed on the floor of an ordinary data center with a load bearing of 500 kg/m² without adversely affecting the high-density features.


      As a result, the footprint can be reduced to 1/5th that of the previous product, thereby contributing to the service cost efficiency by reducing the footprint, rack and wiring costs (Fig. 1).
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        Fig. 1 High integration and low power consumption contributing to service cost reduction.
      

    


    (3) Improved management efficiency


    
      A control chip is incorporated in each server module and two chassis management modules are additionally installed to manage the hardware resources in the chassis (server module, fan, power unit, etc.). This choice of design optimally provides high availability against faults and high server management efficiency for high-density servers.


      Furthermore, the system operation management costs can be reduced when an optional Rack Management System appliance is operated simultaneously. It makes it possible to have an integrated control of multiple server modules and hardware resources mounted in the chassis.

    


    2.2 Innovative Technologies Adopted for the Micro-modular Server


    (1) Design balanced between network bandwidth and power saving


    
      Each server module has two 2.5-Gbps Ethernet ports, each of which is connected to a couple of L2 network switch modules mounted in the chassis so that both reservation of bandwidth and network redundancy are achieved. Because each switch module uplinks data to the higher-level network at a total rate of 80 Gbps, which is calculated as 40 Gbps (10 Gbps x 4) x 2 ports, so the number of required ports is reduced.


      In order to achieve high performances and to lead our competitors both in power saving and in high-speed networking, we adopted the 2.5-Gbps Ethernet in place of the 1-Gbps Ethernet that is commonly employed in the market or the 10-Gbps Ethernet that features a high speed but has a high power demand. The balance between power saving and high-speed networking enabled by this strategy distinguishes our servers from those of our competitors.


      In consideration of the maintainability, server modules are installed via the cold swap system in order to enable replacement without stopping the other modules and to thus contribute to improving the efficiency of operations.

    


    (2) High-density cooling design and maintainability considerations


    
      While ordinary high-density servers enable the mounting of four servers in a 2U size rack, our cooling technology has made possible high-density packing of more than ten times the number of units, or of 46 server modules, in a 2U same size rack.


      Thanks to a design emphasizing both high density and maintainability, individual server modules can be serviced or replaced by simply opening the top panel of the server cabinet.

    

  


  
    *1 Previous product: SIGMABLADE (Express5800/B120b-d)

  


  
    3. Local Cooling Technology Featuring Natural Cooling without Using Electricity


    3.1 Productization of a Phase Change Cooling Unit


    The phase change cooling unit cools the heat exhausted from high-integration servers efficiently by using the mechanism by which a liquid draws heat when it gasifies (phase change cooling). After applications to supercomputers and high-end servers, we independently advanced this technology for application to high-integration servers.


    The unit is installed on the rear door of each server rack. When the coolant inside the unit receives the heat exhausted from the rear of the ICT equipment, it boils, evaporates and gasifies to cool the exhaust from the ICT equipment by absorbing the heat (Fig. 2).


    
      [image: e140210_03.jpg]

      
        Fig. 2 Outline of a phase change cooling unit.
      

    


    The gasified coolant then moves to the ceiling section under its own buoyancy, it is liquefied by the cooling equipment in the ceiling section and returns to the heat receiving section through the piping in the phase change cooling unit via the gravity of the liquefied coolant. The returned coolant is used again in the next cooling.


    The heat transfer and discarding cycle inside the phase change cooling unit does not need electrical power for driving the air conditioning fan or for recirculating the coolant.


    3.2 Innovativeness and Uniqueness of the Phase Change Cooling Unit


    This technology is an extension of the cooling technology of high power density ICT equipment. Unlike ordinary air conditioning systems, it employs a unique solution that functions efficiently in the temperature range required for ICT equipment cooling and it features a low environmental load (Fig. 3). Consequently, its safety is very high because it does not need a high-pressure vessel as is the case for ordinary air conditioning systems.
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        Fig. 3 Unique technologies of the phase change cooling unit.
      

    


    A high heat receiving performance (The capability of receiving 50% of the heat exhausted from 30 kW equipment) is achieved thanks to the multi-stage configuration of the heat receiving section and the structural device that optimizes the amount of coolant required by each stage of the heat receiving section. Moreover, the absence of need for mechanical or electrical control mechanisms implements high reliability and maintenance freedom.

  


  
    4. Solution Type Platforms


    We will provide service platforms utilizing micro-modular servers, phase change cooling units and advanced OSS (Open Source Software) sequentially for use in cloud services and big data analysis.


    • Hosting service platform “Cloud Platform for Dedicated Hosting”*2


    
      The need for hosting services including those for the dedicated hosting service with which the server is not virtualized but a single server is leased (physical hosting). Since this kind of service cannot integrate servers by means of virtualization, a high-density, highly efficient platform is required.


      A solution platform based on micro-modular servers and phase change cooling can reduce the footprint/power costs to as low as 1/8th of the traditional physical hosting servers and can also reduce the total service costs by about 30% (Fig. 4).
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        Fig. 4 Facility cost reduction achieved by power-saving, high-integration platform.
      

    


    • Big data analysis service platform “Data Platform for Hadoop”


    
      The micro-modular Server system features a large number of servers, a high-speed network (2.5 Gbps) and network switching capable of a high uplink speed of max. 160 Gbps. This design allows it to perform as an optimum platform for distributed processing environments such as big data analysis systems requiring multiple servers. It also features a high networking performance between servers, even in large-scale environments using several racks as well as in environments accommodated in a single 2U rack. We can combine such a platform with big data analysis platform software such as Hadoop or Spark and provide platform products capable of rapidly building high-speed analysis services.

    

  


  
    5. Conclusion


    In this paper, we have introduced our efforts aimed at power saving of solution type platforms based on our Micro-modular servers and phase change cooling mechanism together with details of their innovative features. Since the announcement in May 2014, the advanced functions and specifications of these packaged platform have been highly approved both inside and outside of Japan, as listed below. Many inquiries have been addressed to us from data center businesses worldwide and particularly from the U.S.


    
      	Interop Tokyo 2014 “Best of Show Award” Grand Prix in Dace Center & Storage Category


      	Datacenter Dynamics APAC Award “Innovation in IT Optimization”


      	Nikkan Kogyo Shimbun Ltd.: 57th Ten Best New Products Award

    


    At NEC, we are determined to develop the most advanced ICT and facility technologies by providing solution type platforms for our customers that are able to support the creation of new businesses. Moreover, we expect that our highly efficient solutions will contribute to supportive measures for the conservation of the global environment.

  


  
    * Intel Atom is a trademark of Intel Corporation in the U.S. and other countries.


    * Ethernet is a registered trademark of Fuji Xerox Co., Ltd.


    * Hadoop and Spark are registered trademarks or trademarks of The Apache Software Foundation.
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    Abstract


    The rapid increase in the amount of data by ICT systems is tending to focus the roles of the storage systems. It is not enough that a storage has high reliability but assuming its use in the cloud environment, it also has to achieve a stable performance in virtualized environments and in performing multiple tasks. iStorage M5000 can provide a high-reliability platform using the sophisticated reliable technologies developed from our experience gained with mainframes and the X4 (by four) architecture. Stable performances are thereby secured even in virtualized environments and when performing multiple tasks.


    This paper introduces new features that are developed based on the requirements of NEC Cloud IaaS.
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    1. Introduction


    The virtualized platform for server integration used in the field of data center for providing cloud services have been required recently to provide both the capability of processing a large amount of data and the high reliability that can avoid processing interruptions.


    The issues that are especially important for the storage systems in high-reliability cloud platforms include: the significant impact of task interruption, the need for stable performances, design complexity and development, complications affecting management and backup operations.


    In this paper, we propose iStorage M5000 as a solution for the above issues.

  


  
    2. Storage Issues Posed by High-Reliability Cloud Platforms


    One of the most important storage issues in high-reliability cloud platforms is the big impact that results from storage failures. Since virtualized integration runs multiple task services on a single storage, any storage failure tends to impact a large area.


    The second issue is how to secure a stable performance against an increase in the data volume. When a new service is added to an existing storage, the performances of existing services are sometimes affected. In addition, a sudden increase in the load of a specific service may also affect the performances of other running services.


    The third issue is the fact that designing an optimized storage for each service leads not only to a diversification of configurations but also complicates the configuration changes as well as the design, development and operational management. Furthermore, handling large volumes of data takes time to complete backup and complicates the operational management such as the backup of the job scheduling.

  


  
    3. Features of iStorage M5000


    As NEC's solution to the issues discussed in Section 2, we have developed iStorage M5000 (hereafter the M5000) by fusing the iStorage A series for mainframes and the iStorage M series for open systems and adding an advanced virtualization technology (Fig. 1).
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        Fig. 1 iStorage M5000.
      

    


    With the maximum number of host ports of 64 and the maximum number of drives of 1,536, the M5000 features superior scalability to the lower models (M11e to M710).


    3.1 High Reliability/Availability


    (1) X4 (by four) architecture


    Developed for use in storages for mainframes in order to avoid interruption of system operations, the NEC-original “X4 architecture” technology (Fig. 2) enhances system reliability by using four controllers incorporating caches and eight sets of dual-redundant power supplies and by separating the backboard into two parts.
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        Fig. 2 X4 architecture.
      

    


    This design maintains the read/write performance of the storage in the case of a fault because the redundancy of the caches is not lost. Operations may then be continued also in the case of multiple failures or of a backboard failure.


    As described above, the excellent reliability and availability of the M5000 makes it ideal for use in important systems such as for mission-critical and virtualized integration platforms.


    (2) Nondisruptive maintenance


    All of the major components of the M5000 can be exchanged online. The backboard is separated into two parts so that, in the case of a fault, a failure component can be changed while continuing the operations (Fig. 2).


    When the control software (firmware) of each controller is applied, the redundancy conditions of the connection paths between the servers and storage are checked and the connection paths are switched automatically in linkage with the servers, safely and simply without interrupting operations.


    In this way, the M5000 enables nondisruptive maintenance at a high level.


    (3) High-availability service


    To maintain normal functioning and optimum operation of the storage system, a proactive maintenance service is performed at the same level as the periodical preventive maintenance generally adopted by open systems (maintenance service detecting the fault location and performing necessary fault recovery work).


    In this way, the M5000 makes it possible to provide the high-availability services required for cloud environments stably and continuously.


    3.2 Securing Stable Performance


    (1) I/O Control


    This function controls the service level provided for each tenant by setting the upper and lower limits of the IOPS (Input/Output Per Second) of each logical disk created in the M5000 and handling the I/O flow from the business servers to the storage.


    
      • Upper Control


      This function limits the I/O from and to each logical disk so that they do not exceed the specified upper limit. This procedure can reduce the impact on the performances of other logical disks in the same pool (RAID group) even if large numbers of I/O are issued to a specific logical disk (Fig. 3).
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          Fig. 3 Upper control.
        

      


      • Lower Control


      This function limits the I/O from and to each logical disk in the pool so that the I/O from/into it does not go below the specified lower limit. An example of its application is to reserve the I/O of critical tasks by reducing the I/O of ordinary tasks (Fig. 4).


      
        [image: e140211_04.jpg]

        
          Fig. 4 Lower control.
        

      

    


    (2) Cache Partitioning


    This function divides each of the M5000 cache memories into several segments (cache partitioning). This procedure ensures stable operation of the virtualized environment by restricting the share of the virtualized environment occupied by each tenant (task) to reserve the I/O bandwidth (Fig. 5).
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        Fig. 5 Cache partitioning.
      

    


    Introducing this function brings about the following effects.


    
      • Securing stable performance of the virtualized environment


      The impact between tenants in a virtualized environment can be eliminated in order to secure the stable performance of the virtualized environment.


      • Elimination of impacts on the performance of working tasks caused by the addition of tenants


      The addition of new tenants is possible without affecting the performances of running tasks,


      • Elimination of impacts on performance of working tasks caused by an increase of data


      Even if the amount of data handled by the tasks increases, stability can be maintained by expanding the I/O bandwidth without affecting the performances of other tasks.

    


    3.3 Simplification of Storage Design, Development and Operational Management


    (1) Performance Optimization


    For maximum use of drives (SSD, SAS, NL-SAS) with variable costs and performances, this function autonomously relocates each block of the data stored in the logical disk to optimum drives according to the data access frequency (Fig. 6).
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        Fig. 6 Performance Optimization.
      

    


    It can improve the response of business systems and reduce costs because frequently accessed data may then be placed in high-performance drives and less accessed data can be placed in large-capacity drives.


    The data relocation is performed automatically so the operations management is simplified.


    (2) Management software


    Integrated management of the configuration of the M5000 is possible based on with the WebSAM SigmaSystem-Center (SSC).


    Features according to the SLA (Service Level Agreement) such as “Gold”, “Silver” and “Bronze” can be set to the data stores (LUN). For example, specifying features at the time of creation of a virtual machine can simplify its creation by using optimum data stores and this can facilitate the operations management (Fig. 7).
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        Fig. 7 With WebSAM SigmaSystemCenter.
      

    


    Linkage with the SSC also enables integrated management of the configuration of servers and storage is thereby possible on the web console. For example if there is a task with a slow response, the logical disk used for the task can be determined immediately.


    In addition, bottleneck analyses can be performed easily on the SSC by comparing the loads on the server and the storage operation of the task.


    (3) Fast backup of a large amount of data


    The fast backup of a large amount of data is possible by direct connection between iStorage M5000 and one of iStorage HS series, which is a backup storage featuring a de-duplication function and an excellent data compression effect (Fig. 8).This procedure also makes the backup management server and software unnecessary and reduces the initial installation and operating costs of backup.
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        Fig. 8 Illustration of high-speed backup function.
      

    


    (4) OpenStack support


    The M5000 is compatible with the OpenStack, open source software for building IaaS platform, by providing Cinder driver. The M5000 offers a high reliable and performance stable storage service is open IaaS platform,

  


  
    4. Conclusion


    In the above, the authors introduced functions of the iStorage M5000 packaging the NEC Cloud IaaS. In the future, we will continue to provide storage products to support our customers by the timely enhancement of products according to changes in their needs and in market trends.




    Note: The functions described in sections 3.2(1) “I/O con trol”, 3.3(1) “(1) Performance Optimization” and 3.3(3) “(3) Fast backup of large amounts of data” are scheduled to be supported from FY2015.

  


  
    * OpenStack is a registered trademark of OpenStack Foundation.
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    Abstract


    This paper introduces the SDN-compatible UNIVERGE PF Series. It highlights the enhanced functions, adopted technologies and application advantages aimed at large-scale IT system platforms. The UNIVERGE PF Series features functional enhancements such as ample scalability and improved usability. In addition to OpenFlow technology, the UNIVERGE PF Series also supports overlay technology, integrated network operation and management functions. They have been adopted by the NEC Cloud IaaS. This paper describes the product's functions, configurations and their linkage methods. It also introduces the distributed control and integrated operation employed for virtual networks.
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    1. Introduction


    As virtualization technologies progress, IT system consolidations lead to operation efficiency improvement. In addition to that, widely available cloud-based services support system flexibility and scalability for changing business needs. Together with these trends, we see the rapidly rising need for a scalable IT system architecture and automated IT operation system for the virtualized IT system platforms. To satisfy these needs, network virtualization is now a key element of IT system platforms alongside virtualized computers and storage systems.


    SDN (Software-Defined Networking) is expected to be a key technology to successfully realize IT system scalability and its automated operations with software control capabilities. It is also gaining attention as an architecture that boosts the flexibility of entire IT systems, as well having the capability to quickly accommodate changing business needs1).


    NEC has invested to develop SDN from its earlier stage and has released the UNIVERGE PF Series world first SDN-compatible product line in 2011. Since then, development effort has been expanding taking advantage of the scalability and flexibility of SDN architecture. It also has coped several existing networking technologies in addition to OpenFlow2) and has expanded operation and management capabilities for large scale and complex networks.


    This paper will describe the new version of UNIVERGE PF Series which has been adopted by the NEC Cloud IaaS cloud-platform service. It also highlights the enhanced features aimed at large-scale virtual IT system platforms, and discusses the innovative supporting technologies and the advantages derived from their application.

  


  
    2. Outline of the UNIVERGE PF Series


    Virtualized IT platform systems used for cloud-based services would accommodate large-scale networks comprising over 1,000 switches. This poses an overwhelming challenge for traditional network technologies due to their scalability limitations and complicated switch equipment setups required when building and modifying system configurations.


    The UNIVERGE PF Series newly incorporates a hierarchical architecture to solve these problems. It is designed to accept the overlay network technology in addition to OpenFlow in order to implement networks with high scalability and flexibility.


    Fig. 1 shows a positioning and functions of each product in the UNIVERGE PF Series. The UNIVERGE PF6800 (hereinafter referred to as PF6800) on the middle of the figure is an OpenFlow-compatible controller. It controls the UNIVERGE PF Series switches (hereinafter the PFS). Meanwhile, the UNIVERGE PF6700 (hereinafter the PF6700) is used to set up and manage an overlay network that adopts VXLAN3) technology. Overlay technology enables flexible configuration of virtual networks by connecting virtual switches of different servers via VXLAN tunnels, etc.
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        Fig. 1 Positioning of UNIVERGE PF Series products.
      

    


    The UNIVERGE PF6800 Network Coordinator (UNC) performs multi-PF6800 domain integrated control or the PF6800 and PF6700 integrated control. The MasterScope Virtual DataCenter Automation is the system operation and management software working with MasterScope Network Automation. It sends network resource requests to the UNC according to requests made by users or applications of the IT system platform. The UNC provides network resources by controlling the PF6800 or PF6700. The network designs and settings have previously been performed manually, however, automation has been adopted in order to promptly apply the resource requests received from users to the network settings.

  


  
    3. Controllers for Multi-Layer Platform


    3.1 Distributed Control


    OpenFlow takes a centralized approach to network control. A substantial increase in the number of switches in a large scale network could lead to issues such as inadequate controller performance and shortage of control network bandwidth, as shown in Fig. 2. The UNIVERGE PF Series solves these problems by taking a hierarchical approach. It allocates multiple sets of PF6800 to control the network per sectored domains. Then, the UNC manages the virtual networks in an integrated manner as shown in Fig. 3. Each set of UNC can manage the PF6800 sets of up to 40 clusters. This makes it possible to manage a large-scale network with over 1,000 switches to be controlled.
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        Fig. 2 Issues with OpenFlow when used with large-scale networks.
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        Fig. 3 Implementation of a large-scale network with UNIVERGE PF Series.
      

    


    3.2 Integrated Management of Virtual Network


    The UNIVERGE PF Series provides the VTN (Virtual Tenant Network)4), which is a virtual network implemented with the SDN. Each VTN is separated logically and assign the IP address spaces on a per-VTN basis. Therefore, multiple VTNs can be created on a single physical network without any concern for overlapping IP addresses.


    The user can create VTNs at the UNC, thereby making it possible to create VTNs that are mapped to multiple PF6800 controlled domains as shown in Fig. 4. Additionally, visualization of the physical network and VTN logical network topology has enabled intuitive understanding of the relationship of VTNs and undelaying physical networks. This enables efficient operation and management of a large-scale network. In this way, hierarchical architecture of network controllers will expand the scale of network to which integrated operation management can be applied. Therefore it contributes to the improved efficiency of large-scale IT system platform operation and management.
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        Fig. 4 Integrated virtual network management by UNC.
      

    


    In addition, UNC employs an API (Application Programming Interface) compliant to OpenDaylight5) software for VTNs. Since OpenDaylight is the open-source SDN controller, it provides a greater flexibility and choices for SDN applications or writing SDN applications.

  


  
    4. Overlay Technology


    4.1 Implementation of Overlay Networks


    Overlay technology forms a virtual network by connecting virtual switches across different servers by means of VXLAN technology, etc. This enables flexible extension of virtual networks without modifying the physical networks between servers and without having the concern for the limits of physical networks. Therefore the efficient operation of large-scale IT system platforms can be implemented. For example, creating more than 4,096 virtual networks becomes possible, which exceeds the VLAN ID restriction that had been a problem on the commonly used Ethernet. Moreover, the virtual servers across different physical servers can be migrated inside the overlay network.


    The latest PF6700 adopts an overlay technology that is composed of multiple components as shown in Fig. 5 and Table.
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        Fig. 5 Configuration of the PF6700 overlay system.
      

    


    
    
      Table The roles of the PF6700 components
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    4.2 Scalability with Large-scale System Compatibility


    Previously, unknown destination data and broadcast/multicast data tended to be a burden on the entire network, where overlay technology was employed for a large-scale system. The UNIVERGE PF6700 Overlay Reflector (OVR) solves this problem and prevents performance degradation of a large-scale system. It avoids transferring such data to the entire network. Alternatively, it transfers them to the relevant servers or to the PF6700 Overlay Gateway (OVG).


    The PF6700 Overlay Controller (OVC) controls and manages the entire PF6700 system. The OVC as well as the aforementioned OVR and OVG are all capable of flexible scale-out in order to cope with their use in large-scale data centers.


    
      • Scale-out of OVCs


      The scale-out of OVCs according to the increase of the number of servers is realized by connecting OVCs to the load balancer (Fig. 6).
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          Fig. 6 Scalability of OVCs.
        

      


      • Scale-out of OVRs


      In the same way as provided to the OVCs, scale-out of OVRs is realized by connecting the OVRs to the load balancer. OVRs are divided into a certain numbers of groups and a load balancer is allocated for each group (Fig. 7). This architecture achieves the load distribution and decreases the burden to each load balancer.
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          Fig. 7 Scalability of OVR.
        

      


      • Scale-out of OVG


      Each OVG consists of a pair of active and standby servers. Several of such OVGs are grouped and are assigned to each virtual network that communicate with external networks. Thus, the load to the OVG can be distributed. In each OVG group, the OVG pairs are weighted and the load is distributed according to their weightings (Fig. 8).
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          Fig. 8 Scalability of OVG.
        

      

    


    4.3 Examples of Applications


    PF6700 is used for the NEC Cloud IaaS to realize a virtual network comprising of different technology networks. The NEC Cloud IaaS provides two kinds of services, the High Availability (HA) and the Standard (STD) services.


    HA services use the PF6800 to realize virtual networks as VTNs. STD services use the PF6700 to realize virtual network and to extend the network with VXLAN overlay technology. When virtual networks span both HA and STD services, VXLAN conversion is performed using the OVG as shown in Fig. 9.
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        Fig. 9 Examples of PF6700 application.
      

    

  


  
    5. Large Capacity SDN switch


    As described in section 3.1, the performance of the controller is one of the issues that face large-scale networks based on the OpenFlow technology. In order to deal with this, we have developed the UNIVERGE PF5459 (hereinafter the PF5459) 1.3TB/sec capacity switch (Photo) for reducing the load to the OpenFlow controller, in addition to the development of the aforementioned hierarchical controller. In this section, the load reduction technique used with this product (called the MAC Forwarding technique) will be described.
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        Photo External view of the UNIVERGE PF5459.
      

    


    5.1 MAC Forwarding Technique


    Our previous OpenFlow technology based switch uses a flow table (OpenFlow table) that adopts information by combining senders/destinations addresses, VLAN IDs, etc which are 12 tuple defined by Open Networking Foundation. The MAC Forwarding technique uses a multi-table packet forwarding resolution with OpenFlow specification compliance by adding the conventional MAC (Media Access Control) learning table to the OpenFlow table.


    The MAC Forwarding technique utilizes two tables as shown in Fig. 10. The Dynamic Mac Flow table performs similar operations to the MAC learning table used in the conventional layer 2 switch (L2 switch). The Standard Flow table performs similar operations to the OpenFlow flow table used for our existing OpenFlow compatible switches.


    
      [image: e140213_12.jpg]

      
        Fig. 10 Table construction and switch operations.
      

    


    With the MAC Forwarding technique, the destination MAC address of the ingress packet is first searched in the Dynamic Mac Flow table. If the destination MAC address has already been learned and registered, the packet is transferred in the same way as the L2 switch performs. If the destination MAC address has not been learned, the destination MAC address is searched in the Standard Flow table and is transferred.


    As the MAC Forwarding technique is equipped with an address learning table of packet destinations, it eliminates OpenFlow address resolution inquiries that used to occur every time an unknown packet was received. This reduces the load to the controller significantly.


    The MAC Forwarding technique also reduces the capacity of the Standard Flow table which faces difficulties in increasing the speed and/or capacity while increasing switch capacity. The Dynamic Mac Flow table resolves most of the packet destination and enables to accommodate a large volume of terminals as many as the conventional L2 switch does. This implies the possibility of developing a multi-port (48-port), 10-Gbps switch that is compatible with OpenFlow technology.


    5.2 Integrated Management of VLAN Settings


    By employing SDN technology, the PF5459 is designed to enable the centralized setup of VLANs equipped with multiple switches. The PF5459 serves to dramatically reduce the time and effort required for every network configuration change, while each switch conventionally required VLAN setup (4,095 VLANs in some cases) one by one.

  


  
    6. Conclusionび


    The introduction of layered architecture and the provision of large-scale network compatibility for each layer have made it possible to implement networks that feature high scalability and flexibility required for a large scale multi-tenant data center. Such networks are also capable of automating large-scale system operations and improving management efficiency. In the future, we intend to further improve the functionality of these products through taking advantages, such as by enabling the integrated operation of multiple data centers in different locations.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * OpenDaylight is a trademark or registered trademark of OpenDaylight Project, Inc.


    * Ethernet is a registered trademark of Fuji Xerox Co., Ltd.
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    Abstract


    The global warming issue has resulted in the social need to save electrical power in order to reduce the load on the global environment that grows daily. This paper introduces actual case studies from NEC's unique R&D of high-efficiency rack cooling technologies for the IT equipment installed at data centers. The proposed solutions will increase the rack densities and decrease the power consumptions for cooling.
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    1. Introduction


    The use of IT is expected to enable a reduction in the amount of industrial CO2 because it can decrease the consumption of materials by; 1) a reduction in the migration of humans and goods, as by increased online shopping; 2) efficient energy consumption such as the eco-drive systems; 3) reductions brought by paperless work.


    Promoting the use of IT has advanced the cloud services in various fields. This has led to an explosive increase in the amount of information flowing through the Internet and also to a trend in concentrating IT equipment in data centers equipped with private air conditioning systems. This has caused new problems for data centers, including an increase in the power consumption of air conditioning and for the equipment depreciation costs resulting from the construction of new data centers. This paper introduces a cooling technology that is capable of simultaneously resolving these two issues, which are caused by increases in the air conditioning power consumption and the operating costs due to the new building construction work.

  


  
    2. The Data Center Cooling Issue


    The progress of cloud services and the concentration of IT equipment at data centers have brought about an explosive increase in the amount of information handled by these data centers, as shown in Fig. 1. At the same time the need for new data centers to accommodate the extra equipment has also increased.
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        Fig. 1 Changes in the amount of information handled by the data centers and their operating costs.
      

    


    The increase of power consumptions and the floor area occupied by the IT equipment at data centers shows that the power consumption per floor area is growing at an annual rate of 10%. The power density will be doubled by 2025, at which time the increase in the power consumption for air conditioning will pose a problem. On the other hand, one third of the operating costs of the current data centers consists of the costs of air conditioning power consumption and of building depreciation. Therefore, the increase in the operating costs due to the construction of new data centers becomes a significant factor in obstructing the advancement of the cloud storage services.


    A data center increases the processing capacity of its IT equipment in order to handle any increase in the amount of information to be processed. When this causes an increase in the power consumption of the racks on which IT equipment is mounted, the air volume of the fans for cooling the IT equipment also increases. This tends to cause re-intake of warm air exhausted from the racks and/or intake of the cool air that should have been used for cooling the racks, which would lead to the production of locally hot areas called hot spots as shown in Fig. 2. As the attempt to resolve the hot spot issue entails a high growth in the air conditioning power consumption, many data centers set the upper limit of their projected power consumption assessment per rack at the low level of 5 to 10 kW.
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        Fig. 2 Power consumption and operating cost of racks.
      

    


    Many of the traditional strategies aimed at reducing the air conditioning power are attempts to prevent recirculation of exhausted warm air from the racks to the intake area, because the heat exhausted from the racks is the main cause of hot spots. The measures taken to prevent the recirculation of warm exhausts are to eliminate hot spots, in order to reduce the excessive cooling power consumption of the air conditioners. Such measures are effective in solving the problem of increases in the air conditioning power consumption, but it cannot increase the maximum power consumption of the IT equipment installed in each rack so the issue of the increased operating costs posed by the construction of new buildings cannot be solved.

  


  
    3. A Highly Efficient Rack Cooling Technology


    The cooling technology developed recently by NEC installs a heat receiving section on the exhaust door of each rack and transports the heat from the IT equipment in the rack directly to the outside of the server room. This mechanism is shown in Fig. 3. This solution can reduce the apparent amount of heat generation of the racks being cooled by the air conditioners. For example, if half of the rack exhaust heat can be transported to the outside of the room without a help of air conditioners, then the air conditioner will need to cool only remaining half of the heat, so the air conditioning load can thus be halved.
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        Fig. 3 Air conditioning load reduction by transport of the heat exhausted from the racks.
      

    


    (1) Phase change cooling technology


    It is desirable that the power consumed by a newly added means of transporting the rack exhaust heat to the outside of a room is low. The heat can be transported by means of “air cooling” via air flow using blowers or by “water cooling” via water flow using pumps. These are the sensible heat transfer modes that the amount of heat transfer corresponds to the rise in the temperature of the fluids. Consequently, to transport more heat with a certain temperature rise, it is required to increase the flow by increasing the power consumption of the blowers or pumps.


    The present cooling technology employs the latent heat transfer mode that is called “phase change cooling” because this method makes use of the phase change of coolant between the liquid and gas phases. The heat transport power (Pow) is determined by the liquid flow rate (Q), pressure drop caused by the fluid flow (ΔP) and the efficiency factor (η). As an example of this calculation, Fig. 4 shows the comparison of the heat transport power required for transporting 700 W heat load with a fluid temperature rise of 15°C among the different modes. The amount of heat transfer via sensible heat is proportional to the density and specific heat of the fluid. This means that water cooling requires less fluid flow than air cooling so that the heat can be transported using less power. Meanwhile, the flow required for phase change cooling corresponds only to the latent heat of the fluid and the power required for transport can thereby be reduced significantly.
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        Fig. 4 Comparison of heat transport power between cooling systems.
      

    


    In addition, this cooling technology installs the heat receiving section, or the evaporator, on the exhaust door of each rack as shown in Fig. 5. The coolant in the heat receiving section exchanges the heat exhausted from the IT equipment, and then changes phase from liquid to gas. The coolant in the gas phase is then transported to the heat radiating section, or the condenser, to release the heat, and the remaining heat that has not been transported in the heat receiving section is exhausted from the rack into the server room.
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        Fig. 5 Phase change cooling of a rack.
      

    


    For example, if the temperature of the intake air of the IT equipment is 25°C and that of the exhaust air is 40°C, extracting one half of the exhaust heat by using this cooling technology causes the temperature of the exhaust air from the rack to rise by 7.5°C, which is a half of the IT equipment temperature rise, and it thus becomes 32.5°C. As a result, the air conditioner that has traditionally been required to reduce the temperature by 15°C from 40°C to 25°C now needs to reduce it by only 7.5°C, thanks to our newly introduced cooling technology.


    (2) Coolant circulation technology


    We have implemented two innovative measures; one is the multi-stage heat receiving section design that can collect the equipment exhaust heat, and the other is a coolant circulation technology that can control the optimum flow volume to each heat receiving section by natural means without using any drive source. This procedure enables cooling, even if an explosive increase in the amount of data processed at the data centers should occur by 2025 and the power density of the IT equipment mounted on a rack is in consequence increased by a factor of 2 or more.


    As shown in Fig. 6, if a heat receiving section with a single-stage design is installed on the rack exhaust door, the coolant in the lower part of the heat receiving section has difficulty in coming to the boiling point due to the weight of the fluid. On the other hand, the coolant in the upper part of the receiving section cannot boil anymore because it is converted into the gas phase. As a result, efficient heat transfer using latent heat becomes available only for the IT equipment installed in the proximity of the center of the rack.


    
      [image: e140214_06.jpg]

      
        Fig. 6 Coolant circulation technology of the multi-stage heat receiving section.
      

    


    In order to enable effective heat transfer over the entire surface of the rack exhaust door, we have divided the heat receiving section into multiple stages and fed the optimum flow rates according to amount of the heat generation of the IT equipment. As shown in Fig. 7, the resulting cooling technology has succeeded in extracting more than 50% of the heat via natural circulation. It is not necessary to increase the power for the pumps and valves for circulating the coolant to the heat receiving stages, even if the rack power consumption should rise to 30 kW/rack, which is twice the present value. As a result, part of the power consumption for cooling can be allocated to the IT equipment, so that the information processing capacity of the data center can be enhanced.
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        Fig. 7 Power consumption of rack vs. heat extraction rate.
      

    


    The improvement in performance due to the use of this new coolant circulation technology will allow wide use of a coolant with the low environmental load of less than 1/3 of GWP (Global Warming Potential), though this coolant has not diffused widely due to the low cooling characteristics. Our proposed solution suggests that this technology will be applicable long into the future, in spite of the expected regulation of coolant usage.

  


  
    4. Production Line


    We applied this cooling technology at the NEC Kanagawa Data Center in January 2014. In spite of expanding the mounting capacity up to 700 servers in the racks and increasing the information processing capacity by 8 times the previous capacity, we succeeded in reducing the air conditioning power and floor costs by 30% from the previous values. At present, the production line includes three cooling units that consume either 30 kW or 15 kW per rack as shown in Fig. 8.
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        Fig. 8 Phase change cooling unit.
      

    

  


  
    5. Conclusion


    In the above, we introduced a highly efficient rack cooling technology that solves the two problems that result from advances in the use of cloud services; the increase in air conditioning power consumption of the data centers and the increase in the operating costs. In the future, based on the proper and active use of IT, we will be able to provide cloud services at lower costs for the developing countries where the temperatures are very high. We will thereby be enabled to contribute to environmental conservation at the global scale.
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    Abstract


    As cloud platforms are increasingly required to support social infrastructure services and data crunching, they need to be able to analyze large amounts of data collected from the real world, such as movies, images, audio, and sensor data at high speed and with low latency, and then feed the results back to the real world in a timely manner. Conventionally, distributed processing is performed using a large number of general-purpose servers, but there is a problem with this solution - equipment costs, power consumption, and space requirements simply become too great. In this paper, we discuss accelerator utilization technology that makes it possible to process and analyze massive volumes of data in the cloud computing, while actually lowering costs, reducing power consumption, and minimizing the platform footprint. We will also be introducing proposals for future developments in this area.
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    1. Introduction


    In recent years, development of social infrastructure through information and communications technology (ICT) has been accelerating as more and more websites and mobile apps integrate social functionality into their services - all in an effort to make the user's life safer, more convenient, and more fascinating. For example, ICT is expected to contribute to various social solutions in areas such as public safety, infrastructure condition monitoring, fault sign detection, and accident prevention.


    To support the ongoing development of social infrastructure, cloud platforms need to be able to process and analyze large amounts of data collected from the real world, such as movies, images, audio, and sensor data. And they need to be able to do it at high speed and with low latency so that the analysis results can be fed back to the real world in a timely manner.


    This paper discusses accelerator utilization technology that achieves the high-speed, low-latency analytical processing of large-volume data at low cost with low power consumption and a small footprint.

  


  
    2. Accelerator Utilization in Data Analysis


    To handle large-volume data analysis with the general-purpose CPUs found in ordinary servers requires a lot of servers, resulting in increased equipment costs, increased power consumption, and increased installation space (footprint). Finding a way to lower the costs and power consumption of ICT systems is a critical issue for IT companies that wish to strengthen their competitiveness, not to mention an issue of increasing social and environmental concern. In addition to the problems of cost, power consumption, and space requirements, when distributed processing is performed with numerous servers, the time required for communication between servers and data input and output increases, resulting in extended delay time.


    Today, there is growing interest in utilizing accelerators that can perform some processing with much better cost performance and power efficiency than general-purpose CPUs. These accelerators include a many-core coprocessor/GPU that conglomerates processor cores - ranging from a few dozen to a few hundred - into a single chip in order to achieve high performance by taking advantage of parallel processing, as well as a field-programmable gate array (FPGA) that combines high-speed processing equivalent to that of dedicated hardware with the flexibility of software. The incorporation of the accelerators enhances the analytical processing capability of each server and makes it possible to perform processing with fewer processors, thereby improving the cost, power, footprint, and delay.


    Nevertheless, since accelerators have significantly different structures and characteristics from those of general-purpose CPUs, the following problems - which normally are nonexistent - need to be solved before employing accelerators for cloud platforms.


    
      	Maximization of the performance of overall systems in which processors with different properties, such as general-purpose CPUs and many-core coprocessors, are both used.


      	Development of software will be complicated by the addition of accelerators and will require improvement in design and productivity.

    


    Below, we discuss NEC's efforts to solve these problems.

  


  
    3. Many-Core Coprocessor Utilization Technology


    The Intel Xeon Phi Coprocessor1) (hereinafter referred to as Xeon Phi) is a many-core coprocessor (hereinafter referred to as many-core) that is increasingly being used as an accelerator to meet the demands of high-performance computing (HPC). Featuring more than 60 processor cores based on the x86 architecture that forms the basis for the general-purpose CPUs powering conventional servers and boasting excellent power efficiency, the Xeon Phi is capable of delivering processing capability several times that of a general-purpose CPU with equivalent power consumption. Easily installed in a server extension slot, the Xeon Phi is optimized for high-density computing, delivering higher aggregate performance than can be obtained merely by increasing the number of servers, while the smaller footprint makes it suitable for applications where sever installation areas are limited.


    Typically, accelerators are used to execute processing tasks at high speed. However, to maximally exploit a system's performance, it is essential to use both the accelerator and host processor (CPU). With source code fully compatible with CPUs, Xeon Phi coprocessors can be used together with standard CPUs to optimize any workload. By taking advantage of this capability, we have developed technology that significantly reduces costs while offering dramatic overall performance gained by flexibly distributing processing tasks to both the CPU and the many-core.


    3.1 Offload Scheduling


    When multiple programs offload processing to the many-core, the load on the many-core creates a bottleneck and idle time is generated in the CPU, preventing maximization of system performance (Fig. 1 a).
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        Fig. 1 Offload scheduling technology.
      

    


    To solve this problem, we have developed offload scheduling technology.2) Featuring dynamic decision-making, this technology balances offloading according to load conditions, determining whether processing will be executed in the many-core or on the CPU. When the many-core is busy, total processor usage efficiency can be improved by executing the offload processing on the CPU as shown in Fig. 1 b.


    When technology like this is used, total execution time can be reduced by balancing the loads on the CPU and many-core as shown in Fig. 2.
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        Fig. 2 Dynamic load distribution between CPU and many-core.
      

    


    3.2 Virtual Pipeline Execution Model


    In offload execution, specific processing is executed with the many-core as shown in Fig. 3 a. The efficiency of this can vary depending on the application.
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        Fig. 3 Virtual pipeline execution model.
      

    


    For example, when performing super-resolution image processing (to increase the resolution) that consists of multiple image processing tasks, processing throughput for each task must be considered when allocating task execution in order to balance the load between the CPU and the many-core. This is inefficient because redeveloping relevant application will be required each time the image processing parameters are altered or a new image processing task is going to be added.


    Our solution is a virtual pipeline execution model3) that allocates multiple pipelines to each processor while putting a series of image processing tasks together as a bundle of pipelines so that those pipelines are virtually shown as one pipeline (Fig. 3 b). This system is flexible because the load balance can be adjusted by changing the number of frames of images to be transmitted to each pipeline.


    Fig. 4 shows the performance when super-resolution processing is executed using this execution model and the power consumption. From this, it can be seen that the execution model makes it possible to utilize both the CPU and many-core at almost 100 percent, delivering higher performance and greater power consumption efficiency than when the CPU or many-core is used on its own.
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        Fig. 4 Performance of super-resolution processing using virtual pipeline execution model.
      

    

  


  
    4. Utilization Technology of FPGA


    A field-programmable gate array (FPGA) is a programmable IC which has the characteristics of both hardware and software, in that it is capable of massively parallel processing (MPP) and can be reprogrammed to perform different tasks. It features low latency, predictable processing time, dedicated arithmetic processing performance, and low power consumption.


    FPGAs have conventionally been used as a substitute for customized large-scale integrated circuit chips (LSIs). For example, they have been used for prototyping of customized LSIs, as well as being incorporated in systems that require low power consumption such as digital home electric appliances, and in mobile phone base stations that require high-speed signal processing.


    Thanks to their low latency and low power consumption (performance/power ratio), FPGAs are also being increasingly applied in data centers and cloud platforms. For example, they have reportedly been utilized to speed up stock exchange operation where low latency in the order of milliseconds is required. They are also used to improve the efficiency of search engines at large-scale data centers.


    However, in order to utilize FPGAs in cloud platforms, the problem of low productivity in the basic FPGA design must be overcome. Logical designing (programming) of FPGAs needs to be performed with a dedicated language (hardware description language, the typical examples of which are VHDL and Verilog-HDL), while being conscious of the hardware at a low abstraction level (as if writing an assembler), so it can take specialized hardware designers a few weeks to a few months to carry out the task.


    To solve this problem, we are researching and developing design technology that will make the high-speed processing/low latency of the FPGA compatible with its design productivity. For example, a design tool called CyberWorkBench allows software designers to perform logical designing (programming) of FPGAs using the C programming language, which is one of the most common languages used by software designers to write an algorithm. Also underway is R&D into the technology to make it possible to design high-speed circuits on FPGAs using SQL, which is widely used for complex event processing that extracts meaningful information from sensor data - demand for which is expected to increase explosively with the advent of the Internet of Things (IoT) era.4) This technology even makes it possible for data analysis personnel who have no knowledge of hardware design to code FPGAs using SQL and speed up processing with just a few hours of programming work.

  


  
    5. Conclusion


    We have introduced accelerator utilization technology that enables the construction of cloud platforms that cost less, use less power, and have a smaller footprint, while being capable of advanced analysis processing of large-volume data. As demand for increased processing data volume, increased complexity, and advanced analysis processing will continue to grow, we are committed to continuing our efforts to develop versatile optimal accelerator application technology, as well as collaboration technology to facilitate the combined use of different types of accelerators.

  


  
    * Intel and Xeon Phi are trademarks of Intel Corporation in the U.S. and other countries.
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    Abstract


    As usage of the cloud expands, cloud data centers will need to be able to accommodate a wide range of services including not only office applications but also on-premises services and in the future, the Internet of Things (IoT). To meet these needs, it requires the ability to simultaneously handle multiple demands for data storage, networks, numerical analysis, and image processing from various users This paper introduces a Resource Disaggregated Platform that will make it possible to perform computation by allocating devices from a resource pool at the device level and to scale up individual performance and functionality. By using standard conventional hardware and software resources to build these disaggregated computer systems, it is possible to deliver faster, more powerful, and more reliable computing solutions effectively that will meet growing customer demand for performance and flexibility.
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    1. Introduction


    Cloud data centers utilize large numbers of low-cost commodity servers as their hardware platform. At the same time, use cases for cloud services are expanding from conventional office applications to various fields which demand more flexible and more powerful computing performance. For example, IoT (Internet of Things) service application requires frequent data access, sensor and image data analysis, in addition to large-scale big data simulations.


    To customize a computer hardware platform for such specific purposes, it is necessary to use expensive devices that are not incorporated in ordinary commodity servers, such as high-speed flash memory storage devices, high-performance accelerators for image processing, and low-latency interconnection for clustering.1）2）


    Because the capabilities provided by these devices are not always required, incorporating them in all servers would result in increasing costs and power consumption.


    To solve this problem, we developed a Resource Disaggregated Platform capable of delivering versatile computer by incorporating special devices only when necessary.3) Hardware resources such as CPU/memory (for computing), storage, networks, and accelerators are all modularized, allowing the hardware to be customized and dynamically optimized for specific tasks by changing the combination of the modules dynamically. The configuration can be software-defined to facilitate maximum levels of functionality and performance with high resource usage and availability.


    The basic structure and benefits of the Resource Disaggregated Platform will be discussed in Section 2, the interconnections and resource orchestration technologies will be described in Sections 3 and 4, and the high-performance scalable storage configured using the features of this platform will be explained in Section 5.

  


  
    2. Outline of the Resource Disaggregated Platform


    The architecture of the Resource Disaggregated Platform (hereinafter referred to as RD-PF) is shown in Fig. 1. The physical layer, which is the lowest layer, is composed of hardware resources modularized in a device level. The virtualization layer, which lies between the physical layer and the upper logical layer, is composed of a fabric interconnect equipped with hardware virtualization functions that connects the modules in the physical layer so that they operate as the nodes of servers, routers, and switches. The nodes can be combined in various ways to create a system to execute a wide range of services. At the same time, management software, which interacts across all layers, dynamically allocates resources as required to meet the performance levels demanded by requirements of service applications and policies for reliability management.
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        Fig. 1 Architecture of Resource Disaggregated Platform.
      

    


    The RD-PF offers the following features.


    (1) Pin-point scale-up of functionality and performance by adding resources


    In a conventional computer system, if there is a performance bottleneck for a single item only - CPU processing, storage, or networks -, there is no way to boost the performance of that item alone; instead, the entire system has to be upgraded, with changes being made to the full set of computers as a unit.


    Not only is this an uneconomical way of improving performance, it also results in wasteful power consumption by running resources that are not used. Moreover, when performance is upgraded by scaling out, as is the case in conventional data centers, the addition of new servers does not immediately improve performance; instead, there is some time lag because of the consistency control necessary for the scale-out software.


    With the RD-PF, on the other hand, performance can be boosted for a specific item when required simply by adding the necessary resources.


    (2) Isolation of compute (CPU/memory) problems from input/output (I/O)


    With a conventional computer system, if a server that is a key component of the system configuration fails, the I/O device provided with the server will also be out of service. The opposite is also true: when a network interface card (NIC) installed in a server is damaged, no access is possible from other servers, with the same results as a total server failure.


    With the RD-PF, on the other hand, because resources are disaggregated, even when one device starts malfunctioning, the system can continue to operate without interruption by reconnecting a new compute and I/O devices. In other words, hardware issues can be isolated within the relevant resources.


    (3) Devices are shared via interconnect


    Conventionally, since high-performance devices (GPGPU and high-speed SSD card, for example) are installed inside the server housing, they cannot be used by other servers. However, the RD-PF shares those resources via interconnect. The devices are connected to a single compute only when necessary, and when no longer required can be disconnected and made available for use by another compute.




    In the next section, we will look more closely at the interconnect technology used to connect the resources and the orchestration software that stitches together the hardware and software to deliver the services required by the customer.

  


  
    3. RD-PF Technology: Interconnect


    In order to provide the flexibility to accommodate a wide range of user requirements, while keeping costs to a minimum, it should be possible to utilize commercially available hardware and software resources based on the PCI Express (PCIe) - the de facto standard for computer systems.4) To achieve this, we developed ExpEther (PCI Express switch over Ethernet) technology. A fabric interconnection for RD-PF, ExpEther combines two technologies, a virtualization of the PCIe switch and highly-reliable transport over Ethernet.


    With conventional PCIe switches, the connection distance and the port counts are limited to a few meters and a few dozen ports respectively, and only one compute device (root) can be connected. With ExpEther technology, on the other hand, more than a thousand PCIe resources, regardless of the distinction between compute and device, can be connected over a distance of a few kilometers (Fig. 2).
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        Fig. 2 Increase of connection distance and number of ports by ExpEther.
      

    


    ExpEther expands the PCIe switch chip virtually over the Ethernet by extracting the chip's internal bus and exchanging it over the Ethernet. In a virtualization, the Ethernet is transparent to the OS and software. Therefore, the ExpEther chips connected via Ethernet are recognized as a standard PCIe switches. As a result commercially available hardware, driver software, and Ethernet switches can be utilized as is without any modification (Fig. 3).
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        Fig. 3 OS view of PCIe resources connected by ExpEther.
      

    


    Because all the functions of the ExpEther are implemented in a chip (ASIC, FPGA), the access delay of PCIe devices including the ExpEther chip and the Ethernet switch, is suppressed to the microsecond order. This makes it possible to obtain almost the same performance as when a PCIe switch is used. Since data transfer is performed on the Ethernet by using simple memory transfer (DMA), performance significantly exceeds that available from a system (iSCSI for example) that uses TCP/IP, which requires complex transaction-layer-protocol processing. Fig. 4 shows performance measurement results of random read for high-speed PCI-SSD. “Direct Insertion” means that the device is directly inserted in the PCIe slot in the PC's motherboard. Performance degradation in the ExpEther connection for random read access in the 4K size, for example, is insignificant as shown in Fig. 4.
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        Fig. 4 Performance comparison between ExpEther and various systems.
      

    


    Another advantage of ExpEther is that the computer system configuration can be changed via management software by setting the group ID to the ExpEther chip remotely. This means PCIe logical connections can automatically be formed among the resources connected to ExpEther chips with the same group ID (Fig. 5). In other words, as long as resources have been connected to the ExpEther network in advance, hardware configurations can be modified by the resource management software described in the next section without physically inserting devices into or removing them from PCIe slots.
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        Fig. 5 Automatic formation of PCIe trees by setting group ID.
      

    

  


  
    4. RD-PF Technology: Management Software


    Resource management software requires orchestration functionality - that is, the ability to dynamically allocate resource on a device basis as necessary to meet the performance requirements of service applications and also maintain high reliability/availability. Orchestration software in data centers must be standards-compliant because this assures a consistent uniform management interface not only for RD-PF but for all the other resource disaggregated systems. To ensure standards compliance, the resource management software implemented in the RD-PF is based on OpenStack, which is the de facto standard in open source cloud management software. OpenStack is modularized according to function. The resource management function is prototyped on Ironic, which is the module for bare metal machine management functionality (Fig. 6).
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        Fig. 6 Architecture of management software.
      

    


    The orchestration function is needed to facilitate dynamic scale-up and scale-down as well as high availability through fault handling - one of the benefits of the cloud. In a conventional cloud, availability is optimized on a server-by-server basis; however, with CPU-I/O disaggregated architecture, availability is optimized on a device basis. Thus, we have created resource monitoring functionality on a device basis.


    When requesting a virtual machine (VM) to use in OpenStack in conventional cloud infrastructure, it is not possible to request a VM with specifications surpassing the performance of the physical servers. With the RD-PF, on the other hand, a user could conceivably request a machine with any specifications, and the devices required to meet that request would be allocated and connected from the device pool. The operations that correspond to the requested specifications are executed automatically. The control interface and functions are implemented as an extended driver of Ironic. This implementation way makes it possible to cope with other disaggregated platform by creating each driver respectively.


    As an example of system orchestration, we conducted functional validation using an application that dynamically increases and decreases network interface cards (NICs) while tracking the network load (Fig. 7).
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        Fig. 7 Example of system orchestration.
      

    


    Shown in the upper left of Fig. 7 is the packet receiving rate of a computer configured on the RD-PF. With packet receiving handled by the LAN on motherboard (LOM) only, saturation was reached at around 900 Mbps, which is the performance limit of LOM. With the RD-PF, on the other hand, NICs were automatically added when the load approached 900 Mbps, scaling up performance to 1.3 Gbps. The orchestration software kept everything running smoothly by automatically adding NIC devices when packet arrival exceeded the maximum receiving rate of the LOM device.

  


  
    5. Storage System Using the RD-PF


    By taking advantage of the ability to dynamically add resources, we built a scalable storage system called RDStore (Fig. 8).
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        Fig. 8 Implementation example of RDStore.
      

    


    When the RD-PF is used as a storage system, two benefits can be enjoyed: sharing of storage devices among multiple CPUs, and CPU/device based system expansion. Moreover, because data communication with storage devices is handled by DMA, which has low latency and high bandwidth, higher I/O performance can be obtained that is possible with distributed storage using TCP/IP for data communication.


    To extract even higher performance, we turned our attention to the fact that storage devices are placed remotely and shared. Therefore, RDStore has to deal with access delays resulting from the interconnection and access collision of shared resources.


    To mask this communication delay, RDStore uses an address resolution method that reduces the occurrence of communications. In addition, exclusive access to shared memory devices implemented in the device can also decrease inter-server communications and improve the load-balance algorithm. We have implemented “fused operation” functionality on the memory devices to achieve exclusive access, without significantly impacting performance. Evaluation of the prototype system showed that response time of “memory device write” operations with shared memory devices was decreased by 40 percent.


    RDStore also makes it possible to individually increase hardware resources, including control CPUs and storage devices, in order to scale up performance to meet specific requirements. We confirmed that the I/O performance linearly improved as the number of controlling CPUs was increased under conditions in which a bottleneck existed in the performance of the control CPUs as shown in Fig. 9. Conventional distributed storage cannot afford individual performance expansion like this since storage devices (memory) and CPUs are integrated. Therefore, performance is not increased linearly.
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        Fig. 9 Scaling up performance by adding control CPUs.
      

    


    Additionally, RDStore can scale up immediately with the addition of servers independent of the amount of data. This is because there is no need to reconfigure the data allocation, and the resource can be used as soon as it is added. This feature is especially effective when data analysis performance needs to be immediately improved in accordance with the changes in the real world, such as in IoT.


    In conventional distributed systems (such as Hadoop and distributed NoSQL based systems), which scale out performance by adding servers, it takes time to rebalance the data, so it is difficult to immediately obtain the benefit of the added servers. For example, it takes about 10 minutes with 10 TB of data, more than 1 hour with 50 TB, and more than 7 hours with 300 TB (the same is true when control CPUs (servers) are substituted if a fault occurs in one or more servers). In contrast, RDStore is able to scale up performance the instant the resources are added.

  


  
    6. Resource Pool System


    Photo shows a resource pool system that is in-service at Osaka University. Servers and devices are pooled across six racks, all of which are connected by ExpEther.
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        Photo Resource Pool System in service at Osaka University
      

    


    Various computers are configured arbitrarily according to user requirements, and they are offered to universities all over Japan through SINET as high-performance computer resources. This is the world's first system that uses commercially available devices and OSs as is while operates resource distributed architecture across multiple racks.

  


  
    7. Conclusion


    Demands on data centers are growing rapidly, and the ability to deliver a wide range of services and handle many and diverse processing requirements is critical. NEC's Resource Disaggregated Platform provides an elegant solution that is enormously flexible and highly cost-effective, making it possible to add required hardware resources as required, while also dynamically scaling performance and functionality with targeted precision.
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    Abstract


    Even with system integration in the cloud computing, platforms need to be designed that are customized with non-functional requirements to meet the specific needs of each customer while still providing combined infrastructure and service. The effectiveness of model-based design can be enhanced in a cloud environment as the design process can be automated using software. This paper discusses model-based platform design support technology (CARDO) targeted at system integration in the cloud computing.

    


    
      Keywords


      design support, non-functional requirement, model-based

    

  


  
    1. Introduction


    Over the past few years, demand for cloud-based solutions and services has skyrocketed. Even with system integration in the cloud environment, platforms must be designed that are custom-tailored with non-functional requirements to meet the specific needs of each customer while combining infrastructure and services. The cloud environment can be expected to provide many advantages to model-based design thanks to its ability to automate the design process using software. This paper discusses model-based platform design support technology (CARDO) targeted at system integration in the cloud computing.


    By integrating this technology - together with automated construction technology and configuration management technology - into our computer-aided system integration automation plant (CASSIOPEIA) - an environment created to increase the efficiency and quality of system integration in the cloud computing - our new service is able to immediately provide customers with high-quality platforms.

  


  
    2. Characteristics of Platform Design in Cloud-Based System Integration


    System requirements can be classified into functional and non-functional (performance, availability, security, etc.). In conventional system integration, the work is typically divided with application designers being responsible for functional requirements while platform designers handle the non-functional requirements.


    As cloud vendors provide the basic IT infrastructure and services, many of the difficulties related to platform design in cloud-based system integration are significantly reduced. However, it still remains necessary to incorporate non-functional features according to user specifications while integrating them with the provided infrastructure and services.


    The use of an auto-scale function reduces the need for strict performance design, but does not eliminate the necessity for performance design. It is still necessary to take into consideration middleware such as RDBMS, which is difficult to scale, as well as shared resources such as networks and storage. Even deciding whether or not a project should be started at all is not possible until the total cost has been determined by estimating the number and type of servers required.


    The three main characteristics of platform design for cloudbased system integration are as follows.


    (1) Difficulty of non-functional evaluation


    Cloud vendors do not provide complete details about their platforms, making it more difficult to determine whether the required non-functional items can be addressed or not. As a matter of fact, market research has revealed that one of the biggest obstacles to migrate the cloud-based environment to their business systems is precisely this lack of certainty regarding non-functional requirements such as security, availability and performance.


    (2) Designing under restricted conditions


    In conventional system integration, there are no constraints on design. In the cloud computing, however, non-functional attributes are designed under restricted conditions as they must be designed using the infrastructure and services supplied by the cloud vendor.


    (3) Construction using software


    Hardware resources are virtualized and can therefore be controlled with software, so the results of platform design are not network block diagrams and set-up instructions for the staff to operate but scripts for computers to execute construction processing.




    When designing a platform for cloud-based system integration, it is essential to take these characteristics into consideration.

  


  
    3. Model-Based System Integration


    Platform design for cloud-based system integration is highly compatible with methods for model-based development.


    Model-based system engineering (MBSE)1) is an approach that achieves high-quality and efficient system development by defining a “model” that systematically expresses the structure and behavior of systems. The introduction of MBSE makes it possible to confirm the validity of design in advance by evaluating customer requirements on the model and to mechanically derive an optimal design that meets customer requirements.


    Compared to application design, there are few differences in platform design from one project to the next. This makes it possible to keep costs down and improve quality by creating models and templates that can be used in multiple projects. NEC is also developing model-based system integration in which MBSE is applied to system integration.2）, 3）


    When this method is applied to the actual process of system integration, the question is whether or not the results will match man-hours for creation and maintenance of models. Conventionally, the benefits of model-based system integration can be roughly divided into two: 1) cost reduction and quality improvement by reusing designs and 2) support for the design of non-functional features by using non-functional evaluation on a model. In cloud-based system integration, the following benefits can also be expected.


    ･ Additional value of automated construction


    Because the construction of infrastructure is done by software in the cloud computing, construction can be automated by generating construction scripts from the model.


    ･ Improved value of non-functional evaluation


    Non-functional evaluation on a model solves the problem of determining whether or not non-functional requirements can be incorporated in cloud-based systems.


    Minimizes man-hours required for creation and maintenance of models


    Because design is performed under restricted conditions that are dependent on the infrastructure and services provided by the cloud vendor, there is a limit on the objects that can be made into models. As a result, man-hours for creation and maintenance of models can easily be minimized.




    As we have seen, cloud-based system integration can make a model-based design platform much more cost effective. Thus, we expect that model-based system integration will be more widely used in cloud-based system integration.

  


  
    4. Model-Based Platform Design Support Technology


    4.1 Outline


    The CARDO model-based platform design support engine further advances conventional technology incorporated in the non-functional design support technology featured by facilitating non-functional evaluation on a model. This makes it possible to achieve semi-automation of non-functional designing.4）


    Platform design using models includes many configuration parameters. These can include the number of clusters, the specifications of virtual machines (the number of cores, etc.), redundancy methods, back-up methods, etc. The settings of these parameters can help determine which non-functional features can be implemented on the platform.


    In-depth knowledge and skill is critical to assessing which non-functional features will be required to meet the specific characteristics of each project and to choose the optimum combination of setting parameters (the most cost-effective).


    Once the non-functional requirements have been input, the CARDO calculates the combination of optimal setting parameters that meet those requirements. As a result, the platform designers can concentrate on evaluating the non-functional requirements.


    4.2 Configuration


    Fig. 1 shows the overall configuration of the CARDO. Based on the non-functional requirements input by the user, the lowest-cost configuration which meets the non-functional requirements is output after searching the setting parameters of the models stored in the repository.


    
      [image: e140217_01.jpg]

      
        Fig. 1 Overall configuration of CARDO.
      

    


    Included in the models of platforms are non-functional parameters. These include specifications for non-functional evaluation, price information, and system configuration definitions, raw performance of servers and storage machines (SPECint values, maximum IOPS values, etc.) and MTTF (mean time to failure).


    4.3 Non-functional Evaluation Engine


    The non-functional evaluation engine evaluates performance and availability based on the platform model and the provided design parameters. After converting the performance evaluation into a layered queuing model and the availability evaluation into a fault tree or stochastic reward net model, evaluation values are worked out using a simulation or analytical calculation (Fig. 2).2)


    
      [image: e140217_02.jpg]

      
        Fig. 2 Non-functional evaluation engine.
      

    


    4.4 Automatic sizing engine


    The automatic sizing engine finds the lowest-cost configuration that meets the non-functional requirements. It generates setting parameters, inputs them to the non-functional evaluation engine, and processes these results while reevaluating whether or not those results will actually meet the non-functional requirements. This is generally called an optimization problem, and various solutions have been researched and developed.


    The CARDO uses a method to search for the optimal solution by adopting either constraint programming (CP) or a branch and bound (BB) algorithm on a case by case basis. The availability requirements resulting in a fault tree uses CP because these requirements can be formulated in the form of a constraint logic programming algorithm. On the other hand, calculation of layered queuing uses BB because simulation is generally required for the calculation. When BB is used, appropriate heuristics are introduced, and approximate solutions found by analytical calculation is used as relaxation problems. Thus, a substantial increase in search speed can be achieved.


    Table 1 shows the results of a test aimed at a relatively simple Web3 in which the numbers of simulations performed until an optimal solution was obtained were compared. For the comparison, the non-functional requirements were changed each time. The numbers of simulations were reduced significantly by the proposed methods.5）


    
    
      Table 1 Comparison of number of simulations.
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    4.5 Execution Examples


    Now let's take a look at examples of platform design using the CARDO in a virtual cloud service. Table 2 shows a list of plans and options available from the fictional cloud service, while Table 3 shows examples of design parameters derived as the output of the CARDO when four types of non-functional requirements were input. As shown in these figures, the lowest-cost configurations that meet non-functional requirements can be automatically obtained from many combinations of plans and options.


    
    
      Table 2 Fictional cloud service
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      Table 3 Example of input non-functional requirements and output results.
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    5. Conclusion


    This paper has introduced the model-based platform design support technology (CARDO) aimed at facilitating system integration in the cloud. By automating the processing to search for the optimal design parameters based on non-functional requirements, it is expected that this will significantly reduce the amount of time and labor required for platform design. Moreover, this approach effectively solves the biggest problem inherent to cloud system integration, i.e., the difficulty in determining whether or not the cloud's infrastructure can properly support the required non-functional features. Combining this with automated system construction technology makes it possible to rapidly design and generate a suitable platform.


    While this technology is still in the research and development stage, we are proceeding with practicality validation using our cloud infrastructure services such as the NEC Cloud IaaS and are planning to incorporate this in our computer-aided system integration automation plant (CASSIOPEIA). Through our model-based platform design technology, we are committed to continuing our efforts to provide our customers with high-quality platforms customized to meet their needs in the most timely manner possible.
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    Abstract


    reWith the arrival of the age of cloud computing, the system integration platforms are changing from the servers and storages of the on-premise age to become virtualized cloud platforms. This paper introduces the SI technologies of the cloud age, which is improving efficiencies in estimation, development, sizing, testing, and rollout of production environment by applying automation technologies that are taking advantage of the features of the cloud system. We focus on the overall picture, including the model-based design support technology (CARDO), configuration management technology (Alchemy) and on template based provisioning.
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    1. Introduction


    The progress in server/network virtualization and cloud technologies has been accompanied by the dissemination of system integrations (SIs) that utilize cloud platforms, as well as by the hardware installed in the traditional on-premise environments. The cloud technology accelerates the provisioning of the infrastructural layer such as virtual machines (VMs) and virtual networks. However, the processes that feature high dependence on individual operators can cause delays in the building of the overall system, including the middleware and application layers in the upper stages. The non-functional design that requires high skill for accurate estimation and the setting/deployment process that requires knowledge of middleware and applications are highly dependent on individual skills and therefore tend to cause delays and may require redesigns. These processes have the potential of becoming a factor in obstructing agility which is one of the features of cloud platforms.


    In this paper, we describe the concept of cloud based SIs that can improve the efficiency and agility of these processes as well as the key technologies that support the cloud based SI. Additionally, we also discuss a cloud-based SI support tool that was prototyped in FY2014.

  


  
    2. Cloud-based SI


    2.1 The Cloud-based SI Concept


    The objective of the cloud-based SI is to improve efficiency and to implement automation of the non-functional design process that features a highly individual skill dependency. The building/deployment process of the testing and production environments based on the configuration information of the building target system is also supported. Fig. 1 shows an image of the cloud-based SI. The configuration information is described in a highly reusable format so that it can be adapted with minimum labor even in the case of a product recombination or a server configuration change and according to the customer requirements. Below, we describe the concept of efficiency improvement and the automation of each process.
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        Fig. 1 Cloud-based SI flow for testing and rollout of production environment.
      

    


    (1) Sizing


    Within the cloud environment, the use of the auto scaling function can reduce the need for a rigorous performance design, but this does not mean that it makes the performance design unnecessary. This is because consideration of the hard-to-scale middleware such as the RDBMS (Relational DataBase Management System) and shared resources such as networks and storages will continue to be required. Furthermore, whether the project is to be started or not cannot be decided unless the total cost is calculated by estimating the necessary resources.


    However, when a platform is shared by multiple tenants, which is one of the features of the cloud environment, the effects of the system loads of the other tenants is hard to predict, so precise sizing is generally difficult to achieve. We therefore adopt the policy of performing "rough" sizing in order to estimate the existence of bottlenecks, the load that can be withstood if any bottleneck exists, and the total cost. Although sizing is referred to as being "rough," the need for quantitative evaluation with a certain accuracy is presupposed and any large deviation from the specified non-functional requirements is not acceptable.


    (2) Building/deployment of test environments


    With regard to integration testing before system release, it is necessary to build a system execution environment equivalent to that of the actual production to try configuration changes such as variations in settings, according to various test scenario requirements and insertions of mockup modules. The on-premise type SI completes test scenarios sequentially by performing configuration changes and failbacks. Meanwhile, the cloud-based SI designs a system configuration assuming the use of deployment/ setting tools with auto building capabilities such as Chef1) and Puppet2). It thereby creates the new system execution environment for each test scenario based on the system configuration every time that one is required. The settings and configurations modified by each test are not applied to the execution environment but to the configuration definition, and the execution environment is scrapped after testing without failback. This technique makes it possible to build execution environments concurrently for several test scenarios, based on the rich resources of the cloud environment and to therefore shorten the time spent on testing.


    (3) Building/deployment of the production environment


    Traditionally, the system execution environment that has passed testing is used as the production environment of the on-premise type SI. With the cloud-based SI, the system execution environment that has passed testing is saved as a golden image. At this time, it is not only the single VM image that is set in the system but all of the VM images, network configurations and associated resources are saved as cloud templates. This technique is used as the basis of building the system execution environment when the production environment is released. Thereby enabled are an increase in the speeds of application of the entire system configuration to other similar systems, the creation of a reproduced environment in the case of a fault and the building of an alternative environment in the case of a natural disaster.


    2.2 Key Technologies Supporting Cloud-based SIs


    (1) Model-based design support technology "CARDO"


    The model-based design support technology CARDO enables semi-automation of non-functional designing by advancing the traditional non-functional design support technology based on non-functional evaluations on a model.


    This technology improves the sizing efficiency achieved by use of the cloud-based SI. The main features of this technology are listed below.


    
      	Non-functional evaluation using system model


      	
        CARDO evaluates the performance and availability of a system based on a system model and given design parameters. More specifically, it performs simulation or analytical calculation after converting the model into a hierarchical queuing model for the performance evaluation, or into a fault tree or stochastic reward net model for the availability evaluation. Since the hierarchical queuing model and the stochastic reward net model do not require detailed knowledge, they can be defined even by non-specialists in performance engineering or availability evaluation.

      


      	Fast search of optimum design parameters


      	
        By repeating non-functional evaluations CARDO searches the optimum design parameter combinations that can meet the given non-functional requirements. This is a kind of combination of optimization problems and it has succeeded in increasing the search speed greatly by introducing optimum heuristics and utilizing the approximation solution obtained by analytical calculation as a relaxation problem.

      

    


    (2) The system configuration management technology "Alchemy"


    The system configuration management technology "Alchemy" offers a mechanism that inputs a system configuration combining components in a repository and the procedure for building the target system is thereby derived. The efficiency of system execution environment building via configurations that vary between cloud-based SI scenarios may thus be improved. The features and technological advantages of this technology are listed below.


    
      	Improved efficiency by reusing accumulated knowledge


      	
        The build script including middleware products, application installation method and setting the items used with the system are componentized in a framework unique to Alchemy and these are stored in the repository. Componentization using this framework enables the description of various system configurations as sets of these components, thereby enhancing the reusability of previously described build scripts. The system configurations described in this way can also be stored as ptimum practices in the repository so that reproduction and application to other similar systems are facilitated.

      


      	Easy customization achieved by separating the provisioning requirements from the logical configurations


      	
        The configuration model of Alchemy describes the entire system as a set of components by following the concept of the Service Component Architecture (SCA).3) Thus, version upgrading of components, interchange with other products and modification of the setting parameters per component are facilitated. In addition, it separates the provisioning configuration that states the specifications and the number of servers allocated to building the target system from the logical configuration described above. The system makes it possible to recompile the provisioning configuration independently so that the server configuration may be changed easily according to requirements for each building. This easiness of customization reduces the amount of labor required to change settings and configurations every time for each test scenario.

      


      	Auto deviation of deployment procedure without inconsistency


      	
        When a user of Alchemy describes a system configuration by combining the configuration components in the repository, the dependences between components are defined. For example, a dependence is found in the fact that it is necessary to install the Java language execution environment before installing the Java EE server. Alchemy derives the building procedure of the entire system by solving the issue of dependences and instructs execution of the build scripts required for the servers specified in the provisioning configuration in an order that does not provoke inconsistency.

      

    


    (3) Template-based provisioning


    The template-based provisioning is a function of NEC Cloud IaaS (NECCI) that performs simultaneous provisioning of multiple VMs, networks and storages composing the targeted building system. It improves the efficiency of the production environment building of the cloud SI system that has passed the testing.


    
      	Simultaneous provisioning of multiple resources


      	
        Batch provisioning of multiple NECCI resources is possible by applying previously developed cloud template definitions as the inputs. The NECCI resources that can be input for provisioning include: the standard platform, the VMs, storage service, virtual LANs, firewalls, load balancers and monitoring settings of the high-availability platform. The cloud template is described in JSON, which is a text format featuring easy-to-understand syntaxes.

      


      	Multi-cloud


      	
        The NECCI provides two kinds of IaaS environment called the Standard Service (STD) and High Availability (HA) platforms. As the template-based provisioning enables the simultaneous building of a system across these IaaS environments, the efficiency of building a multicloud system that selects the IaaS environment to be used according to the server requirements can be improved.

      

    

  


  
    3. Cloud-based SI Support Tool


    Below, we describe the architecture and usage sequence of the cloud-based SI support tool that was prototyped based on the concept of the cloud SI in FY2014.


    • Architecture


    Fig. 2 shows the architecture of the support tool, which is composed of a repository that saves the configuration information to be used as the model of the building target system at its center. Also stored are the CARDO and Alchemy data that function based on configuration information in the repository and of the template type provisioning function that manages the golden image generated by them in the template repository. The configuration information includes the AP load information required for sizing the target system and the configuration definitions specifying the product configuration and the settings of the system.
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        Fig. 2 Architecture of the cloud-based SI support tool.
      

    


    • Usage sequence


    
      	
        Model selection

        This step selects the model of the building target system from the repository. The user selects the configuration information corresponding to the building target system from the repository and duplicates it for the project in question. The user can also designate a new piece of configuration information by combining more primitive components stored in the repository.

      


      	
        Estimation

        This step estimates the specifications and number of servers of the building target system. The specifications and number of VMs to be allocated to the building target system are estimated automatically by CARDO influenced by the configuration information selected in step 1, the service level required by the customer and the availability requirements.

      


      	
        Customization

        This step customizes the settings and configurations according to the requirements of various tests. Using the configuration definition in the configuration information duplicated in step 1 as the configuration definition for the actual system, modifications to the configuration definition for the production environment of each test scenario are defined. Customization for these tests is performed manually by the user and is dependent on each project.

      


      	
        Testing

        This step builds the system execution environment for a specific test scenario and executes testing. The required number of VMs are activated for building the test environment according to the results of the estimations in step 2. The activated VMs are the ones for which only the intervention of the OS and Alchemy are installed. Following this, Alchemy is activated using the configuration definition customized for the test scenario in step 3 as the arguments and the system execution environment of the test target is deployed automatically in the activated VMs.

      


      	
        Release

        This step outputs the cloud template of the tested system execution environment by means of Alchemy and registers the golden image of the building target system in the template-based provisioning.

      

    


    It is expected that the sequence above will reduce the work period from the estimation to the template generation by 20% to 50%, though this figure will be dependent on the complexity of the applied system.

  


  
    4. Conclusion


    In this paper, we describe the concept of the cloud-based SIs for improving the efficiency and agility of the sizing, testing and the production environment building processes. The key technologies supporting cloud-based SIs including the CARDO model-based design support technology, Alchemy system configuration management technology and template-based provisioning are also discussed. In the future, we will pursue further R&D aimed at the rapid implementation of cloud-based SI technologies that can provide high-quality technologies to support our customers.

  


  
    * Java is a trademark and a registered trademark of Oracle Corporation and/or its affiliates in the U.S. and other countries.

  


  
    Reference


    
      1） Chef：https://www.chef.io/chef/
    


    
      2） Puppet：https://puppetlabs.com/
    


    
      3） Service Component Architecture（ SCA）：http://www.oasis-opencsa.org/sca
    

  


  
    Authors' Profiles


    
      SHIMAMURA Hisashi
    


    
      Principal Researcher

      Knowledge Discovery Research Laboratories
    


    
      YANOO Kazuo
    


    
      Principal Researcher

      Knowledge Discovery Research Laboratories
    


    
      KAJIKI Yoshihiro
    


    
      Senior Expert

      C&C Cloud Infrastructure Strategy Division
    


    
      KURODA Takayuki
    


    
      Assistant Manager

      Knowledge Discovery Research Laboratories
    


    
      NAKANOYA Manabu
    


    
      Knowledge Discovery Research Laboratories
    

  


  
    
      Special Issue on Future Cloud Platforms for ICT Systems
    


    
      Future technology for NEC's C&C cloud platforms
    

  


  Big Data Analytics in the Cloud

  - System Invariant Analysis Technology Pierces the Anomaly -


  
    KATO Kiyoshi, MIYAZAKI Hiroyuki, SOMA Tomoya, TAKAGI Mayumi
  


  
    Abstract


    The system invariant analysis technology automatically creates behavior models from various systems by extracting the relationships which are invariant in normal system operation. It enables the early detection of a system's anomaly behavior. It helps to improve availability of information and communication technology (ICT) systems such as the cloud computing systems. Moreover, it also helps to optimize the maintenance cost by enabling failure prediction of electric power plants, structural health monitoring of bridges, etc. and improves safety and reliability of the systems performing as social infrastructures. This paper outlines the system as a big data analysis technology and considers analysis applications in the cloud.
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    1. Introduction


    Following the recent dissemination of innovative concepts such as cloud computing, ubiquitous computing and Internet of Things (IoT), an increasing number of ICT systems aggregates a large amount of data from various devices, stores and shares them in data warehouses (DWH) for later analysis. The large amount of detailed information of today's complex society is expected to be utilized widely by using the big data analysis technologies to reveal its characteristics with machine learning techniques and by the cloud computing environment providing an effective analysis platform. Pioneering applications such as the investment in artificial intelligence in the United States and the industry-government-university action plan called Industry 4.0 in Germany have provided useful references for Japan to advance its own utilization of information.


    The system invariant analysis technology is one of the big data analysis technologies. It automatically learns the normal behaviors of various systems and monitors changes in behaviors in real time in order to improve the availability of social infrastructures and to reduce their operating costs. In this paper, we outline the impact of the architecture of this technology on the cloud environment and its analysis applications.

  


  
    2. System Invariant Analysis Technology


    2.1 Techniques and Feature


    The system invariant analysis technology is a kind of machine learning technology that exhaustively extracts the relationships among the time series sequences of numeric values obtained as system performance data or plant sensor data1). The relationships between sensor values are extracted as a normal behavior model of the target system. The early signs of failures, the time and place of the system's behavior change, can be detected by monitoring the broken relationships in the model (Fig. 1). In case of applying this technology to the system management process, it enables the detection of silent failures; for example, a kind of performance degradation unaccompanied by any error message is difficult to find by using conventional monitoring techniques such as threshold monitoring, baseline monitoring, etc. It enables an early workaround before the failure actualization and propagation, therefore, it reduces the business loss and the operational cost of service failures.


    
      [image: e140219_01.jpg]

      
        Fig. 1 System Invariant analysis technology.
      

    


    This technology can essentially use time series of numerical values as the target of analysis. Therefore, for example, it allows cross-domain analysis, analysis of all kind of performance data related to the service acquired from the servers, networks, databases and application software, which enables rapid triage of the failure according to the management organization of each of the components. Moreover, it will then be possible to apply the findings for visualizations or simulations over the entire range of the business objectives; it allows analysis of the facility status of the data center by using the sensor value of temperature, power consumption values, etc., and it also allows finding out relationships of the business indicators such as stock amounts and sales amounts, etc.


    2.2 Target Systems of Analysis


    (1) Analysis of systems in the cloud


    The system performance analysis software for ICT systems has been released as the first application of this technology2). Since ICT systems can be monitored and controlled by component parts of the existing integrated operation management software, linkages with their interfaces enable automation of processing operations; such as by performance data aggregation, model creation, failure detection and recovery (Fig. 2). Recently, the business systems deployed in the cloud environment are increasing, as is their use in remote monitoring and distributed data center operations. Because of this, it has now become rare that delays in the monitoring control cause practical problems, except when extremely high speed is required in data processing.
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        Fig. 2 Silent failure monitoring.
      

    


    For example, this technology allows service providers to visualize the health of the VMs (Virtual Machines) and of the applications installed on them, while also allowing the cloud infrastructure providers to visualize bottlenecks in the performances of platform components such as the servers and networks. It is also capable of comparing changes in behavior before and after maintenance work as well as anomaly detection during service operations. Therefore, it can provide supportive evidence indicating the system's normal behavior based on objective observational data, whereas normality judgments used to be dependent on the contents of operation manuals and the operator's expertise.


    (2) Analysis of external systems


    For the application of this technology to targets other than ICT systems, we provide a plant failure sign detection solution (Fig. 3). Plants handling electric power, chemicals and steel are monitored by plant management systems, so their sensor data can be collected through the interfaces of these systems. Since the operation policy and domain knowledge are different in each application domain, we provide generic and customizable software components; a component can adapt its analysis logic and display screen to each application domain and enable provision of a solution in each domain.
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        Fig. 3 Plant failure sign monitoring.
      

    


    For example, it can provide displays focused on prediction alerts for plant operators (Fig. 4) and displays enabling detailed parameter configurations for the expert operations and analyses in order to create models and to analyze with past data (Fig. 5). When this solution is combined with an existing operational system, behaviors preceding failures that have previously been hard to find can be detected early on. So the maintenance cost can be optimized and losses caused by the interruption of the service can be reduced.
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        Fig. 4 Examples of failure alert displays.
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        Fig. 5 Examples of model detail displays.
      

    

  


  
    3. Invariant Analysis in the Cloud


    3.1 Comparison between On-premise and Cloud Analysis


    This technology is capable of automatic and fast analyses of the relationships between numerical data. When an analysis is performed in the location of the target system (on-premise analysis), detailed data can be acquired and analyzed so that the action according to the analysis results can be executed immediately. On the other hand, when the data aggregated from a remote data center is analyzed (cloud analysis), various kinds of data can be analyzed although there are delays in data monitoring and in the alert notification.


    In the case of a plant failure prediction it is essential to collect detailed data at high frequencies in order to detect any slight sign of failure such as a minor change of relationship between sensor values from the large amount of plant facilities. In order to adopt proper workarounds prior to any increasing damage due to a failure, anomaly alerts should be notified promptly to the field operators in the plants. For this purpose, on-premise analysis is suitable because of its capability of tight linkages with the plant control systems monitoring sensor values and with the incident management system notifying anomaly alerts.


    When performing the cloud analysis, it is necessary to carry out data communications between the remote cloud environment and the analysis target system. Such a condition may drop the performance less than for the on-premise analyses in case of the real time analysis of a large amount of data. Instead, it enables deeper analyses of various kinds of data for an experienced analysis expert. For example, aggregating data from several plants enables a detailed comparison of the operational status of each plant. Analyzing the relationships including environmental sensor data and/or business data from outside of the plant helps to consider the mid/long-term improvement plans. Even if analysis experts cannot be assigned for each plant, analysis experts in the cloud side may provide the monitoring setting of each plant and, if necessary, perform remote monitoring in place of field operators.


    3.2 Features in each Application Domain


    Both on-premise and cloud analysis have their respective advantages and disadvantages depending on the purpose of the analysis and the assignment of the analysis experts as described above. It is therefore required to select whether utilizing either or both of them accords to the requirements and achievement level of each application domain. Following is the explanation of some examples of the domains currently undergoing experiments.


    (1) Failure prediction for electric power plants


    Currently, the major part of requirements in this domain is concerned with detecting slight signs of failures from a relatively stable plant. Therefore, an on-premise analysis is suitable because of its potential for high speed and frequency monitoring of sensor data from the plant control system. However, in the future, a cloud environment, of at least enterprise-wide size, will be required to enable the integrated analysis of information aggregated from each plant in order to optimize and reduce the total costs of power generation and for the maintenance of related plants such as LNG and coal, etc. Particularly for the power plants in overseas countries where the generation and transmission of power are separated commercially, there are great variances between the operations of different plants, so the provision of objective analysis as an external service is keenly awaited.


    (2) Failure predictions for manufacturing plants


    For the process plants of the manufacturing industries, petrochemical, steel, etc., the main requirements are the on-premise analyses as for the electric power plants. In this domain, monitoring settings are often modified according to changes of products or other environmental factors. However, it is difficult to assign an analysis expert in each plant because of the added demand of reducing manufacturing cost. One of the strategies adopted to deal with this situation is to combine the cloud analysis in supporting the fine tuning of several plants. However, this may require enhancement of the linkages between the on-premise and cloud analysis, for example, by appropriately allocating the tasks to the field operators and to remote analysis experts.


    (3) Failure analysis of large-scale facilities


    With large-scale complex facilities such as aircraft, advanced considerations of the analysis environment designed for built-in facilities is required in case of the on-premise analysis. Therefore, the analysis is often started on the cloud environment aiming at improved efficiencies in fuel consumption and parts replacement. Visualization of facility behaviors and prediction of unknown failures are expected rather than detection of known failures because systems in this domain often adopt multiplex safety design and monitoring of features with many sensors.


    In future, on-premise analysis will be available sequentially starting from the features that have been proven effective in the cloud environment by the verification of the design and analysis experts. In the case of verification in the cloud environment, it will also be necessary to achieve features not only of provisioning the traditional ICT system but also of simulating the actual behavior of facilities.


    (4) Structural health monitoring


    Aiming at reducing diagnostic cost and improving the efficiency of repairs, new degradation diagnosis techniques are emerging that use environment sensors for engineered structures. While the on-premise analysis environment is capable in cases of the diagnosis of buildings, it is actually hard to install analysis servers permanently on bridges or other civil engineering structures. Therefore, the diagnosis of engineered structures is essentially made in the cloud environment with remote monitoring. Even when on-premise analysis is applied, patrolling vehicles or other moving equipment may be considered instead of the diagnostic equipment installed permanently on the structures.


    Actually, the location where sensors should be arranged and the way that sensor data should be aggregated remain as challenges to be solved in the future. Especially so in cases of degradation diagnosis using accelerometers or other vibration sensors, as a large amount of high frequency data is generated by sensors continuously and the patrolling vehicles or cloud servers will be required to aggregate the data without losses or delays. Some technologies concerned with the IoT may offer a capable solution and linkage with such a data aggregation platform is also required for the cloud analysis.


    (5) Financial and business analysis


    This is an application with which various kinds of data is aggregated into the DWH and utilized for the business situation analysis and fraud detection etc. As various kinds of analysis software tools, business intelligence (BI) tools, have been provided for analysis experts and cloud analysis is suitable in this domain because of the ease of linkage with such tools. When an analysis expert uses this technology to extract new relationship from data, it is essential to enable a shared use of input data and analysis results with the existing BI analysis environment. If visualization of the business situation is required, it is also necessary to provide data linkages with the existing enterprise business systems and new portal displays enabling a real time overview of the analysis results.

  


  
    4. Conclusion


    As described above, the system invariant analysis technology detects anomaly behavior of various systems and supports stable system operations. From now on, we will advance the development of solutions to resolve issues such as the linkage between on-premise and cloud analyses and linkage with the data collection platform, etc. in order to contribute to the achievement of the safety and security of the social infrastructures.
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      Case Studies
    


    
      IHI Transport Machinery Co., Ltd.
    

  


  Using Cloud Computing to Achieve Stable Operation of a Remote Surveillance/Maintenance System Supporting More Than 1,100 Automated Vertical Parking Lots throughout Japan


  
    IHI Transport Machinery operates a remote surveillance/maintenance system that monitors the company’s vertical parking lots, enabling rapid detection of malfunctions or any other signs of trouble. Because it affects safety, the system needs to operate continuously 24 hours a day, 365 days a year. However, because the company was operating the system on premises, there was concern about business continuity. To assure reliable, uninterrupted operation, the company migrated the system to NEC’s Cloud Infrastructure Service, “NEC Cloud IaaS.” Not only has this made it possible to ensure safety thanks to NEC’s robust data centers and thorough internal control measures, but it has also allowed IHI to take advantage of all the other benefits of cloud computing such as the ability to expand and update server resources as and when required.

  


  
    Customer profile


    
      Name: IHI Transport Machinery Co., Ltd.
    


    
      Address: ST. LUKE'S TOWER, 8-1 Akashi-cho, Chuo-ku, Tokyo 104-0044, Japan
    


    
      URL: http://www.iuk.co.jp/english/
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    Concerns about business continuity prompt move away from on-premises system


    IHI Transport Machinery develops, designs, and manufactures parking systems, in particular, multi-story vertical parking and mechanical parking systems that facilitate the parking of more cars in a smaller and more compact space. The company also manufactures large cranes, such as those used in the construction of the Tokyo Skytree. Known for delivering Japan’s first vertical parking lot to the Takashimaya department store in Nihonbashi, Tokyo, in 1962, IHI Transport Machinery has been responsible for the introduction of numerous innovative products since then and has been a leader in pushing forward the progress of motorization in Japan.


    In recent years, customers have demanded features such as energy efficiency, low noise, and low vibration for vertical parking lots. But the most important, and the one upon which IHI Transport Machinery places priority, is safety. To this end, the company continuously strives to improve the quality and reliability of its machinery, as well as making effective use of IT in maintenance and inspection operations by deploying a remote surveillance/maintenance system that detects breakdowns or any signs of trouble by performing real-time surveillance of operation conditions and remote inspection.


    Specifically, this system collects and stores operation data transmitted via dedicated lines from modules located in the parking facilities. Whenever there is a problem, the system is able to visualize when the problem occurred, what happened, and where, sending a real-time alert to an operator who can immediately assess and confirm the problem and take appropriate measures, such as promptly dispatching engineers to the site to repair a malfunction.


    As this system is mission-critical, it is imperative that it be able to operate continuously and reliably 24 hours a day, 365 days a year. IHI Transport Machinery was concerned, however, that its existing on-premises infrastructure was vulnerable to service interruptions that could pose a risk to safety in its parking facilities.


    Takashi Nito of IHI Transport Machinery explains it this way. “We were trying to increase reliability by duplicating the system. Even so, it was an on-premises operation at our headquarters, so there was a risk of service suspension if a fire or outage occurred due to a disaster. In fact, after the Great East Japan Earthquake, planned outages were implemented even in Tokyo, and now it is feared that an earthquake could occur whose epicenter will be directly below Tokyo. We were looking for an environment that would allow us to continue operating the system no matter what happened.”

  


  
    Preparing to migrate to the cloud by evaluating the safety and robustness of data centers


    To enhance the reliability of its remote surveillance/maintenance system, IHI Transport Machinery decided to migrate its system to the cloud. Looking back, Koki Suzuki of IHI Transport Machinery says, “We put the service details of all the companies who had made us a proposal in a table and carefully compared their specifications.”


    Based on their evaluation of the results, IHI Transport Machinery chose NEC’s Cloud Infrastructure Service, “NEC Cloud IaaS”.


    When top management personnel visited the NEC Kanagawa Data Center, which operates the NEC Cloud IaaS, the first thing they noticed was the state-of-the-art equipment used at the facility. Everyone on the tour was particularly impressed by the robustness of the facilities, which included redundant power supplies and extremely high-level security using face recognition and metal detection sensors.


    Another factor contributing to the company’s decision to adopt the NEC Cloud IaaS was expandability.


    According to Mr. Nito, “Our company’s parking system business is steadily expanding, and the targets for our remote surveillance/maintenance system now number about 1,100 and are increasing every year. To assure effective coverage, we had to prepare more server resources than would actually be necessary, taking account of peak periods. With the NEC Cloud IaaS, however, we have more flexibility as it gives us the ability to increase resources as necessary depending on the growth of the business.”

  


  
    Centralized system for faster identification and analysis of problems


    The NEC Cloud IaaS offers a combination of advanced availability, reliability, and convenience


    The NEC Kanagawa Data Center is located more than 14 kilometers away from an active fault and more than 30 kilometers from the coast, outside the damage-prone area on the hazard map specified by the national and municipal governments. The data center fully complies with FISC Security Guidelines of the Center for Financial Industry Information Systems and is currently preparing to obtain the internal control assurance reports such as SOC 2 Type 1 report. As a result, it is able to provide customers with the highest level of reliability and safety.


    NEC takes security very seriously and has implemented additional security measures of its own. Technical specialists for the NEC Cloud IaaS work in cooperation with NEC’s internal security organizations - the Computer Security Incident Response Team (CSIRT) and the Cyber Security Factory - to establish monitoring and reporting structures that will ensure the highest levels of safety and security.


    The system now used by IHI Transport Machinery features 10 high-availability (HA) virtual servers on the NEC Cloud IaaS. In addition to the LAN in the data center, NEC also provides WAN lines for secure networking.


    This makes it possible for NEC to respond rapidly to any problem such as a slowdown in response time, quickly locating and analyzing a problem to determine whether it resides in the server or in the network, then taking appropriate action to resolve the issue.

  


  
    Looking for a proactive response to system failures


    By migrating its remote surveillance/maintenance system to the NEC Cloud IaaS, IHI Transport Machinery was able to significantly enhance the safety of its systems and facilities (Fig.). They are very much looking to NEC to assure the reliability not only of the installation environment such as the robustness of the data center, but also for its commitment to the security and operation infrastructure of the NEC Cloud IaaS itself, which operates in that environment.
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        Fig. Conceptual diagram of current remote surveillance/maintenance system configuration.
      

    


    As Mr. Suzuki says, “It was difficult to perform comprehensive system surveillance under normal conditions due to the restricted number of staff. But now we will be capable of dealing with system failures more proactively once the transition to the NEC Cloud IaaS is complete.”


    Besides the enhanced security and reliability, of course, IHI Transport Machinery can now benefit from the unique advantages of cloud computing, such as significant reductions in operational and management loads and equalization of costs.


    Mr. Nito has nothing but praise for NEC’s support throughout the transition. “It has been a very challenging period for our company,” he says. “We are very grateful to NEC, which has been very supportive, going beyond simply assisting us in the technical aspects throughout the project, and doing things such as providing material required for consensus-making in our company.”

  


  
    Support for overseas expansion


    Currently, IHI Transport Machinery is focusing on expanding their parking system business in overseas markets, and movement towards Southeast Asian markets is already underway. The company plans to begin operation of vertical parking lots in the Southeast Asian region from 2015.


    “We are now studying whether it makes sense from a business standpoint to apply our surveillance/maintenance system to the vertical parking lots overseas,” says Mr. Suzuki. “If we do decide to adopt the system, we have total confidence in NEC because they have excellent global network service and support.”


    As already mentioned, the remote surveillance/maintenance system collects and archives detailed data on the operation conditions in IHI Transport System’s vertical parking lots. The company is currently looking at ways to make more effective use of this data.


    “An enormous amount of data has already been collected,” says Mr. Nito. “When this data is combined with externally available data such as weather data to perform so-called ‘big data’ analysis, we think we will be able to gain knowledge that will be useful for our business. In this aspect too, we are greatly looking to NEC, which is an IT professional and at the same time well versed in our business.”


    NEC is committed to continuing to give its full support to IHI Transport Machinery’s business by enabling them to take advantage of its advanced technology and expertise in a wide range of fields, including the utilization of big data.

  


  
    * This article was written in November 2014 and is based on the interview to IHI Transport Machinery Co., Ltd.


    * The company names and product names listed herein are the ordinary trademarks of the respective company or registered trademarks of that company.

  


  
    
      Case Studies
    


    
      Meiji Fresh Network Co., Ltd.
    

  


  Meiji Fresh Network’s Core Business Systems are Transitioned to NEC Cloud laaS

  NEC’s Total Support Capability is Highly Evaluated.


  
    Meiji Fresh Network Co., Ltd. (hereinafter Meiji Fresh Network) undertakes the wholesale of foodstuffs including milk and dairy products on a nationwide scale. With the objective of streamlining their operations, the company adopted cloud computing to increase the efficiency and speed of their IT systems. What they chose was NEC’s Cloud Infrastructure Service, “NEC Cloud laaS,” and the decisive factor for their decision was that NEC offered comprehensive capabilities that went beyond the mere provision of an infrastructure service (laaS) but also encompassed the revamping, transition and daily operation of the system. This phased transition project is currently underway, and in addition to requiring only a 5 person team to run, it is expected to yield a total cost reduction of approximately 20% over a period of five years after the transition is complete.

  


  
    Customer profile


    
      Name: Meiji Fresh Network Co., Ltd.
    


    
      Address: 4th Floor, Meiji-Kinshicho Building, 2-9-4, Taihei, Sumida-ku, Tokyo 130-0012, Japan
    


    
      URL: http://www.meiji-fn.com/
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    Increasing efficiency and speed of IT systems to fortify sales capability


    Meiji Fresh Network was created as a result of the consolidation of the Meiji Group sales companies. It supports the sales capability of the Meiji Group as a sales company handling fresh, high quality milk and dairy products.


    The food wholesale industry has become fiercely competitive with the emergence of mega-wholesalers resulting from market reorganization over the past years. The mission critical issues are the realization of high quality services and the further streamlining of management.


    According to Mr. Atsushi Kuramochi of Meiji Fresh Network, “In order to succeed against the competition, we will be further emphasizing the community-based approach to business that has always been our strength. We intend to fortify our sales capability through activities such as providing detailed information regarding products and market trends to our retailers. Streamlining our business operations will provide the necessary reserve capacity to attain this.”


    Naturally, the streamlining efforts include IT (Information Technology) as well. Specifically, the consolidation of group companies provides a golden opportunity to consolidate all the systems used by these companies at the data center. It is our intention to create a compact IT environment that requires fewer people and less cost to run.


    In order to accelerate the pace of IT environment streamlining, our company chose to utilize cloud service.


    “Using an external cloud service for the system platform allowed our company to avoid having to own servers and other resources. Relieved of the burden of updating or expanding servers, as well as maintaining the infrastructure or counteracting hardware problems, it is possible for us to accelerate our streamlining efforts further,” observes Mr. Hiroshi Kurosawa of Meiji Fresh Network.

  


  
    Total coverage from cloud infrastructure service to transition procedures


    The core business systems that Meiji Fresh Network decided to transition over to the cloud infrastructure were the Sales Data Analysis System that is used to gauge sales performance, the Warehouse Management System (WMS) that is used to manage stock, reception and dispatching of goods, and the Backend System that controls online ordering and payment.


    Says Mr. Kuramochi, “Since these are the core systems that are the bedrock of our business, we of course were cautious about our decision to go with a cloud infrastructure service. We were concerned not only about the reliability of the service itself, but also had to carefully consider the extent of support that we could expect during the system transition.”


    Upon considering all these factors, the new system infrastructure that the company decided on was the cloud infrastructure service provided by NEC, “NEC Cloud laaS.”


    Meiji Fresh Network planned to switch the server OS from UNIX to Linux at the time of the transition to the cloud service, making it necessary to accommodate the system upgrade along with the transition. However, if the laaS provider and system upgrade/transition integrator were selected separately, there would be a risk of unclear accountability if system problems should arise, and contacts would be dispersed and difficult to coordinate.


    “But with NEC,” according to Mr. Kurosawa, “we had a one-stop solution, from service provision to system upgrading and transition, and all the way to operational management. We believed they would make the ideal partner to meet our requirements. The way NEC gave us detailed advice pertaining to the operation process and cost issues involved in cloud transition was greatly reassuring.”

  


  
    Phased transition of 3 systems over a short period of approx. 18 months


    The objective of the project is to transition the 3 aforementioned systems by phases to a cloud system over a short period of approximately one and a half years (Fig.).
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        Fig. Meiji Fresh Network system consolidation image.
      

    


    Following the Sales Data Analysis System that began full scale operations in October 2014, the WMS (Warehouse Management System) and Backend System will be transitioned to NEC Cloud IaaS in that order.


    Two services are available for NEC Cloud laaS, namely Standard (STD) which offers superior cost-performance, and High Availability (HA) which features high performance and reliability. Meiji Fresh Network selected the HA service taking into account the crucial nature of their systems.


    The cost-performance of NEC Cloud laaS, as well as being able to increase or reduce resources, and when necessary, the ability to utilize a housing environment, were all advantages that factored into our decision to choose the service.


    What’s more, InfoFrame Dr.Sum EA was adopted as the BI tool owing to its high performance enabling high-speed processing of enormous amounts of sales data and its analytical flexibility.


    As a result, it has become possible for about 1,000 users, comprised mainly of Meiji Fresh Network’s sales personnel, to analyze the data of hundreds of millions of sales transactions at high speed and with a high degree of flexibility. An environment is now in place that contributes to sales activities, such as analysis of market characteristics of retail shops to uncover potential needs, enabling the provision of advice tailored to area customer lifestyles - such as what to sell, when to sell, and how to sell.

  


  
    20% savings on total cost by transitioning to NEC Cloud IaaS


    By adopting NEC Cloud laaS, Meiji Fresh Network achieved further streamlining of their IT system.


    “In the past, we had to maintain our servers, counteract any system problems, as well as renew the hardware every few years. But now, we’re free from all of this. Currently we only have five operating staff. We have NEC Cloud laaS to thank for being able to safely and securely use the system with such a low manpower burden.,” says Mr. Kuramochi.


    Expectations are also great for the system’s ability to lower cost. The transition to NEC Cloud IaaS is anticipated to yield an approximately 20% reduction over the next 5 years in total cost, including initial investment in servers and storage as well as running cost.


    Cloud computing offers the benefit of expandability as well. “The fact that server resources can be flexibly added to match the growth of our business,” says Mr. Kurosawa, “was a strong appeal point for us. We were amazed at the speed when we temporarily adjusted server resources to test the WMS (Warehouse Management System) and Backend System that were being transitioned, and were able to experience the advantage first hand.”


    Additionally, the affinity between the performance of NEC Cloud IaaS and InfoFrame Dr.Sum EA helped to dramatically reduce the time required for data analysis. “For instance,” elaborated Mr. Kurosawa, “the time it took to process a year’s worth of sales ledger data was reduced to under one-tenth the time previously required. Sales staff could now boost their own performance by generating more effective analysis reports based on various criteria such as by region or customer.”

  


  
    High expectations for BCP and enhanced information usability


    Although the transition to NEC Cloud laaS is still ongoing, Meiji Fresh Network is concurrently taking steps to bolster their BCP.


    Mr. Kurosawa states, “For chilled food businesses like ours where freshness of goods is managed based on expiration dates, the smooth running of the WMS (Warehouse Management System) and Backend System on a 24/7 basis is absolutely mission-critical. We hope to capitalize on NEC’s data center to build a safe, robust and efficient backup system.”


    What’s more, the company will be utilizing InfoFrame Dr.Sum EA to aggressively improve their information usage capability.


    “In addition to enabling browsing of various data on mobile devices, based on enormous amounts of sales record data, we hope to add new analyses based on new perspectives in order to achieve more value-added data usage,” states Mr. Kuramochi. In order to live up to such expectations, NEC will be taking advantage of technology which is its strong suit, to support the business of Meiji Fresh Network.

  


  
    * This article was written in November 2014 and is based on the interview to Meiji Fresh Network Co., Ltd.


    * The company names and product names listed herein are the ordinary trademarks of the respective company or registered trademarks of that company.

  


  
    
      Case Studies
    


    
      Sumitomo Life Insurance Company
    

  


  Sumitomo Life Insurance Uses NEC’s Cloud Infrastructure Service to Standardize IT Environments across the Entire Group and Strengthen IT Governance


  
    As threats to data security become more diverse and more frequent, businesses and organizations around the world are redoubling their efforts to protect themselves against potential risks. For Sumitomo Life Insurance Company (hereinafter referred to as Sumitomo Life), this means overhauling its entire network and fortifying IT governance. A critical aspect of this effort involves is standardizing the IT environments among the various companies that make up the Sumitomo Life Group. To achieve this goal, Sumitomo has chosen to integrate its systems in NEC’s Cloud Infrastructure Service, “NEC Cloud laaS”. By having all companies share the same standardized service, Sumitomo Life is confident it can reduce the total cost of ownership (TCO), while enhancing security measures and reducing operation/management loads, which each Group company had previously been handling separately. Underway currently is the development of groupware and terminal security services that are the initial targets of standardization, but Sumitomo Life plans to maximize the benefits of standardization by gradually expanding its scope into enterprise systems.

  


  
    Customer profile


    
      Name: Sumitomo Life Insurance Company
    


    
      Address: 1-4-35, Shiromi, Chuo-ku, Osaka 540-8512, Japan
    


    
      URL: http://www.sumitomolife.co.jp/english/
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    Independent Operation and Management by Group Companies Poses a Challenge to IT Governance


    Under the brand message “Empowering Your Future,” Sumitomo Life offers a wide range of insurance products to meet the diverse insurance needs of its customers. The company’s most recent business plan - the “Sumitomo Life Medium-Term Business Plan 2016 - Three-Year Plan for Brand Evolution and Establishment of a New Growth Path” - outlines a strategy aimed at establishing Sumitomo Life as the insurance company most recommended by customers.


    This medium-term business program contains multiple policies to enhance brand power and reinforce sales and service structures. Also included in this program is a plan to optimize IT, the most important theme of which is further reinforcement of IT governance.


    “Due to the recent increase in advanced persistent threats, the importance of information security is increasing more and more. We have compiled guidelines to ensure solid security levels that are required for financial institutions. While bringing home these guidelines to our Group companies, we are implementing monitoring and reporting as to their coping situations,” says Kiyonaga Tanaka of Sumitomo Life.


    However, the Sumitomo Group has traditionally taken a laissez-fair approach to IT, letting its companies build and operate systems independently. Some of the Group companies, have found it difficult to acquire dedicated IT personnel, resulting in the creation of security and governance systems of varying quality and effectiveness from one company to the next. Naturally, this also resulted in unnecessary duplication and wastefulness, raising costs and undermining efficiency.

  


  
    Integrating all Sumitomo Life Group companies in a single, standardized IT environment in the cloud


    Determined to better serve its clients by strengthening and homogenizing its IT security, as well as by increasing overall efficiency of IT operation and management Group-wide, Sumitomo Life realized the key to achieving its goals was to standardize the IT environments in all its companies. As Mr. Tanaka makes clear, “We thought we would be able to solve the problems by integrating the systems of the Group companies based on a standardized IT infrastructure that would provide common services.”


    NEC’s Cloud Infrastructure Service “NEC Cloud laaS” was chosen as the basis for Sumitomo’s new standardized IT infrastructure. The initial items targeted for transition were the various groupware applications used by the other Group companies, Internet connectivity functions (mainly web browsing), official web pages, and enterprise systems capable of transitioning to a virtual environment.


    Explaining their decision to go with NEC’s Infrastructure, Ryohei Okada of Sumitomo Life emphasizes the technology firm’s experience, “NEC has had success building and operating the backend systems for Medicare Life and Izumi Life Designers, both of which are members of our Group. They also have a lot of experience in providing technology and support for companies in the financial industry, so we are confident that they are well versed in the security levels and system requirements requisite for life insurance companies.”


    A further incentive was that Medicare Life’s backend system already operated in the housing environment at NEC’s data center. “It was necessary to link this backend system with the systems that would be turned into clouds after the transition of our groupware and web pages into the NEC Cloud IaaS,” says Yukio Ikezaki of Sumitomo Life Information Systems (SLC). “Using the NEC data centers would ensure rapid and reliable communication between data centers as the exclusive networks between those data centers would be utilized. That fact also gave impetus to our decision to adopt the NEC Cloud IaaS.”

  


  
    A cloud infrastructure service capable of handling the stringent requirements of financial institutions


    Working together, NEC and SLC will jointly develop the systems that the Group will run in the NEC Cloud IaaS (Fig.).
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        Fig. Conceptual diagram of NEC Cloud IaaS at Sumitomo Life.
      

    


    The transition to the NEC Cloud IaaS and the development of the systems will be implemented in stages with cutover planned for April 2015. In preparation for this, NEC will develop groupware functions provided with mail security (mail archiving, proper approval when sending mail with attachments outside the company, etc.), which is even suitable to financial institutions, and Internet connection functions including URL filtering. At the same time, SLC is building terminal security functions including terminal authentication and virus detection. When these tasks have been completed, SLC will provide the new systems as a service to Group companies.


    The NEC Kanagawa Data Center, which offers the NEC Cloud IaaS, is compliant with FISC Security Guidelines on Computer Systems for Banking and Related Financial Institutions and has obtained SOC 2 certification. As these certifications make clear, the Kanagawa data center is able to meet the requirements for strict security and internal control regarded as critical for financial institutions, providing, safe, secure, and reliable services. The center is also capable of flexibly increasing and decreasing server resource usage as and when required, meaning that it provides an environment where it will be easy to cope with the increase of users who access to the server resources, improve system functions and expand the scope of the systems which will be transited to the standardized IT infrastructure.

  


  
    Security measures for the whole Group can be standardized thanks to the transition to a unified IT infrastructure


    Once construction of the system has been completed and operation has begun, the standardized service in the NEC Cloud IaaS will be available to roughly 3,000 users spread throughout all the Group’s member companies.


    What this means, according to Naoharu Yajima of SLC, is that “our Group companies no longer need to independently build and operate systems such as groupware, which allows us to totally conform to the security levels based on the guidelines specified by Sumitomo Life.”


    And, adds Mr. Ikezaki, simplification and standardization of systems and services also dramatically reducing the Group’s overall IT costs. “We estimate that the cost of system construction can be reduced by roughly 15 percent compared to what it would otherwise cost were it to be dealt with individually by each Group company.”


    Mr. Ikezaki is full of praise for NEC’s project structure. “They have brought together personnel who already have experience in projects for financial institutions including members of the Sumitomo Life Group, so they understood exactly what we wanted. We are very confident in them.”

  


  
    Expanding the scope of IT environment standardization to include on-premise systems


    Utilizing the NEC Cloud IaaS, Sumitomo Life is planning to further accelerate the standardization of the services provided by the Group companies’ systems.


    Outlining the Group’s plans, Mr. Tanaka says, “We will continue to look at ways of maximizing benefits like enhancement of IT governance and reduction of operational loads and TCO as and when required, while at the same time keeping our eye on the timing for renewal of enterprise systems used by our Group companies. Ideally, the IT environments of all the systems in the Group, including Sumitomo Life, will be eventually be standardized. At that time, it will be important to link the systems in the NEC Cloud IaaS, which is a private cloud system environment, with any systems that must be operated on-premise, and also to find ways to further automate standardization and operation.”


    The NEC Kanagawa Data Center, which offers the NEC Cloud IaaS, also provides a housing service, so both the systems in the NEC Cloud IaaS and on-premise systems can be operated within the same data center. By taking advantage of this feature, NEC can address the unique needs of Sumitomo Life. Specifically, NEC can facilitate coordination and smooth inter-operation between systems in the cloud infrastructure services and those that are more difficult to transit to the virtual environment. Moreover, NEC will more easily be able to coordinate improvements in automation and efficiency.


    “Integrating the IT environments of all Group members is a crucial issue for us,” says Mr. Yajima. “We are confident that NEC will come up with an optimum proposal for the Sumitomo Life Group while making it possible for us to catch up with standard technology and leading-edge technology.”


    NEC is committed to fulfilling expectations like this by taking full advantage of the proprietary technology and business know-how it has acquired over many decades as a leader in Japan’s information technology industry.

  


  
    * This article was written in November 2014 and is based on the interview to Sumitomo Life Insurance.


    * The company names and product names listed herein are the ordinary trademarks of the respective company or registered trademarks of that company.
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  2014 C&C Prize Ceremony


  
    On the late autumn afternoon of November 26, 2014, the 2014 C&C Prize Ceremony was held at the ANA InterContinental Hotel Tokyo with over 160 attendees (Photo 1).


    
      [image: e140223_01.jpg]

      
        Photo 1 2014 C&C Prize Ceremony.
      

    


    The ceremony started with the welcoming speech by Mr. Hajime Sasaki, the president of NEC C&C Foundation. In his opening remarks, he stated that the C&C Prize this year was the thirtieth and that it has produced 95 prize recipients so far, including the 2014 Nobel Prize laureates in Physics, Dr. Isamu Akasaki and Dr. Shuji Nakamura. When considering the sluggish economy of Japan, maintaining the foundation has not always been easy. However, Mr. Sasaki stated his determination to continue to pursue the promotion of public benefits through the foundation activities such as the C&C Prize.


    The speech was followed by the recognition of the 2014 prize recipients by Dr. Tomonori Aoyama, the chairman of the awards committee. The recipients of Group A were Prof. Shigeo Tsujii, Professor of Chuo University and Professor Emeritus of the Institute of Information Security, and Dr. Hideki Imai, Professor Emeritus of The University of Tokyo, for “Pioneering Research on Information Security and for Major Contributions to both Industry and Human-resources Development by Building Communities of Academics, Industrialists, and/or Government Officials”. The recipients of Group B were Dr. Jan Uddenfeldt, Former CTO, Ericsson and Sony Mobile Communications, Dr. Irwin M. Jacobs, Founding Chairman and CEO emeritus, Qualcomm and Prof. Fumiyuki Adachi, Professor of Tohoku University, for “Outstanding Leadership and Contributions Promoting the Development and Commercialization of Digital Mobile Communications Systems”. Their research achievement details and citations were announced and certificates, plaques, and cash awards were then presented to the prize recipients by Mr. Hajime Sasaki (Photo 2).


    
      [image: e140223_02.jpg]

      
        Photo 2 From the left: Dr. Hideki Imai and Prof. Shigeo Tsujii (recipients of Group A), Mr. Hajime Sasaki (President of NEC C&C Foundation), Dr. Irwin M. Jacobs, Dr. Jan Uddenfeldt and Prof. Fumiyuki Adachi (recipients of Group B).
      

    


    Mr. Kensuke Tomita, Director-General, Commerce and Information Policy Bureau of Ministry of Economy, Trade and Industry, and Dr. Yoshinori Sakai, President, The Institute of Electronics, Information and Communication Engineers, then delivered congratulatory speeches. Mr. Kensuke Tomita spoke of the significance for today’s society and future prospects of their achievements. Dr. Yoshinori Sakai indicated his gratitude to the recipients who had made valuable contributions over a wide area of information security and mobile communications developments. He also celebrated their achievements as one of the information and telecommunications technologies pioneering studies that will enable us to solve some of the major current issues of society. The award presentation ceremony was thus concluded.


    Acceptance speeches followed and Prof. Shigeo Tsujii and Dr. Hideki Imai presented the background to the information security research and discussed the essential issues of today’s digital society. They also suggested the future direction of the activities for solving these issues introducing various community activities in collaboration with industry, academia and government. It was then the turn of Dr. Jan Uddenfeldt, Dr. Irwin M. Jacobs and Prof. Fumiyuki Adachi to take the podium to introduce an account of their technological developments and to discuss quantitatively the explosive pace of technological advances. They went on to outline for us the future perspective of telecommunications technology and also defined the social issues that these technologies may be able to solve. Both of these speeches presented us not only with achievements in solving social issues but also with the possibilities and significance of these technologies. The audience applauded its appreciation of the prospect for further technological developments.


    After the acceptance speeches, a cocktail party was held in order to provide a sociable atmosphere so that attendees could enjoy meeting each other and participating in friendly conversation. The dinner party began with greetings and a toast by Dr. Masaru Kitsuregawa, President, Information Processing Society of Japan. As the dinner ended, a congratulatory speech was presented by representatives of the recipient’s guests, and the prize recipients expressed their thanks for the contributions of all the participants. The ceremony was closed amidst enthusiastic applause.


    By maturation of the information and communication technology being developed in recent years, those technologies are considered in some cases to be only one of the means of solving social issues. However, the two themes awarded the C&C Prize this year are truly intrinsic technologies that are able to solve the social issues which will become more complicated and important than they are today, and they are also essential key technologies for advancing the information and communication application fields. It was by the commendation of the 2014 C&C prize that such main stream technologies for future social progress were acclaimed.
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the heat exhausted from a large number of servers
« The coolant flow channel design is optimized for a multi-stage configuration
— High heat recovery efficiency of the entire unit
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In the proposed method, both the CPU and many-core can be utilized efficiently, thereby
achieving real-time processing at 30 frames per second, which is difficult conventionally.
Power consumption superior to that of the CPU and many-core only can also be achieved.
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Scalability/Extensibility | Easy and rapid system scalability (increased memory, cores, etc.)

in response to the state of usage.

(3 Operability Cost savings and enhanced operation quality through system

virtualization and automation.
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TYPE-A TYPE-B(1) TYPE-B(2)
Rack height 42U 42U 42U
Rack width 700mm 700mm 600mm
Phase change cooling unit
external dimensions (mm)
WidthxDepthxHeight 690x124x2,105 690%124x2,083 590%124x2,083
(including projection
portions)
Correspondent heat w o _
generation” 30kW 15kW 15kW
Weight (including the rack) 45kg (219kg) 45kg (219kg) 38kg (205kg)

*1 per rack
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Groupware functions Internet connection functions Terminal security functions

Cloud Infrastructure Service “NEC Cloud laaS”

Sumitomo Life Group: 8 companies, approximately 3,000 employees

[ ]
[ ]
N A Edte m
In order to strengthen IT governance, the systems used by the Group companies have been integrated in the NEC Cloud laaS,

where they can be freely accessed by users at any Group company.
System construction is being implemented jointly by NEC and SLC. Services are integrated and provided by SLC.
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Software Name

Role

F6700 Over!

ay Controller

Management of the overlay network by controlling all
overlay gateways, reflectors and agents.

F6700 Overl

ay Gateway

Connection of the overlay and external networks for

relaying communications across them.

F6700 Overl

ay Reflector

Transfer of data with unknown destinations and
broadcast/multicast data to virtual servers (VM) or
PF6700 Overlay Gateway.

PF6700 Over

ay Agent

Setting of request messages received from PF6700

Overlay Controller to virtual switches in servers.
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» Used different multiple sales data analysis
systems as required

= Used different platforms for different systems

WMS
Sales Data (Warehouse
Analysis Management
System)

Backbone

Platform II

« Consolidated all sales data analysis
systems into InfoFrame Dr.Sum EA

« Consolidated all system infrastructure into
NEC Cloud laaS
Sales Data Analysis WMS

InfoFrame {iiarenotse Backend
Management
Dr.Sum EA System)

Cloud Infrastructure Service
“NEC Cloud laaS"

Meiji Fresh Network

The systems operated by each group company were consolidated. By transitioning 3 systems to NEC’ s Cloud Infrastructure Service,
“NEC Cloud laaS” , we achieved a more compact system, offering higher speed, to reduce man-hours.
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Function names

Description

Dashboard function
Application function

Display of notices, incident situations, billing situations and operation/work situations
New application and approval/confirmation of applications

Tenant information

functions

Tenant information

Display of tenant information

User management

Management of portal users

Billing functions

Billing list
Billing details
Tariff

Display of billing list over several months

Display of billing details per month

Display of price list

Resource Server management Virtual server management, addition/deletion of SSH keys

management Storage management Settings of file storages

functions Network Settings of virtual LAN, firewall, load balancer and bandwidth control

Monitoring/ Monitoring settings - Addition, modification and deletion of monitoring and notification settings

operation - Display of monitoring type, monitoring interval and abnormality detection count per monitoring setting
management Remote operation management - Addition, modification and deletion of remote operation settings

functions - Display of remote operation settings such as the server restart count

Incident management

- Registration, modification and deletion of incidents including work requests, fault notices and inquiries

- Display of incident list

Operation logs

Display of logs of server start, remote command execution, etc.

Resource utilization situations

Display of utilizations of CPU, memories, disks, etc.

Report display

Display of incident report and resource report

Password reissue function

Reissue of passwords
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A cooling panel and piping for circulating the coolant are installed at the rear of the rack and the
machine heat at the rear is absorbed based on the principle of vaporization heat (phase change).
The coolant gasifies, rises spontaneously, returns to liquid by the cooling of the heat radiation
section and falls with its own weight.
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