Further evolution! The world-class LLM NEC cotomi v2

NEC cotomi, which has the world’s highest level of Japanese language processing performance, has
further improved accuracy for specialized business use in enterprises while maintaining its
overwhelming speed. The service will be gradually released from December 2024.

Convincingly fast

® Generation speed per character (NEC estimated value)

Overwhelmingly faster than the OSS-
B based high-precision LLM

Approximately twice as fast as the

most representative commercial LLM

NEC cotomi Pro v2

NEC cotomi Fast v2

*1 For Cotomi, NEC conducted an in-house reproduction evaluation using the following evaluation repository.
. https://github.com/Stability-Al/FastChat?tab=readme-ov-file
For Cotomi, NEC conducted an in-house reproduction evaluation using the following evaluation repository.

High accuracy
comparable to the
world's best

@ Japanese MT-Bench*' is cited as a benchmark.

Global top
players

The results of other companies' models are quoted from the Japanese MT-Bench on the Nejumi Leaderboard Nejumi LLM Leaderboard 3 | llm-leaderboard3 — Weights &

Biases.

Enhance world-class accuracy and Available for sensitive data Customizable
speed for actual business in a secure environment for specialized business use

N E‘ \Orchestrating a brighter world

10

GPT-40(OpenAl)

Claude 3.5 Sonnet(Anthropic)

GPT-4 turbo(OpenAl)

Qwen2.5 72B(Qwen)
Llama-3.1 Nemotron...

GPT-40 mini(OpenAl)

EZO Qwen2.5 32B(AXCXEPT)

0 2 4 6 8
Claude 3.0 Opus(Anthropic
| NEC cotomi Pro v2(NEC) | m——
N

Qwen2.5 32B(Qwen)
Mistral Large(Mistral Al)
LLaMA-3.1-405B(Meta)
Gemini 1. 5 Pro(Goo gle
Gemma 2 27b(GoogIe)
Gemini 1.5 Flash(Google)
GPT-4(OpenAl)

_LaMA 3.1 708, me——
Qwen2 72B(Qwen)
Command-R+(Cohere)
Claude 3 Haiku(Anthoropic)
LLaMA 3 70B(Meta)

LLaMA 3.1 70B(Meta)
.




